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Pandemic and local economic
growth: Evidence from the Great
Influenza in Italy’

Mario F. Carillo? and Tullio Jappelli®
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We investigate the link between the Great Influenza Pandemic of 1918

and regional economic growth in Italy. The pandemic caused 600,000

deaths in Italy, a death rate of about 1.2%. We find that going from

regions with the lowest mortality to the ones with the highest mortality
is assoctated with a decline in GDP per capita growth of about 6.5%,

an effect that dissipated within three years. We find limited evidence of
mechanisms that may uncover long-term effects of the pandemic, such

as human capital accumulation and industrialization. The severity
of the pandemic in the less developed regions of the country, along with

the limited implementation or largely ineffective measures of central
and local interventions by public authorities, point to our estimates

as indicative of an upper bound of the transitory adverse effect of
pandemics on local economic growth.

1 We thank Luigi Guiso for useful comments and MIUR for financial support (PRIN Grant N. 2017RHFXK4).
2 Postdoctoral Research Fellow, University of Naples Federico II.
3 Professor of Economics, University of Naples Federico IT and CEPR Ressearch Fellow.
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1 Introduction

The COVID-19 pandemic induces policymakers to take urgent decisions on policy
interventions to contain contagion and its adverse economic consequences. Such
choices involve important trade-offs between the adverse economic effects of pandemic
vis-d-vis those of the intervention. Yet, the economic consequences of pandemics are
not fully clear, mostly because historically they have been typically attenuated by
government interventions. We shed light on this issue by studying the effects of a
pandemic on local economic activity by exploring the regional exposure to the 1918
Great Influenza Epidemic in Italy. The limited policy interventions undertaken over
the Italian peninsula to contain the pandemic, along its heterogeneous exposure across
the diverse regions of the country, provide a unique opportunity to estimate an upper
bound of the potentially adverse effect of pandemic mortality on local economic growth.

The 1918 influenza caused about 600,000 deaths in Italy, mostly concentrated between
the end of September and the end of October. Mortality varied substantially across
regions, ranging from less than 1% in Veneto to over 1.5% in Sicily and Calabria. This
variability provides the ground for our identification of the effect of the health shock
on subsequent GDP growth. To assess the GDP impact of the influenza we follow
an approach similar to Barro et al| (2020), regressing regional GDP growth on flu
mortality for various sample periods, ranging from 1900 to 1930, and controlling for
other potential covariates, like war mortality, initial GDP and proxies for human capital.
We find that the influenza contributed substantially to the difference performance of
the Italian regions during the 1919-21 recession. Regions with the highest mortality
rates experienced an excess GDP decline of about 6.5% relative to the lowest mortality
regions. Using a distributed lag specification, we also find that the impact of the
influenza was highest immediately after the pandemics, and that the effect vanished
within 4 years. In the longer run (ten years and beyond), the statistical analysis does
not reveal an economic effect of the influenza on manufacturing employment, and
measures of human capital. These findings are qualitatively consistent with recent
cross-country evidence by Barro et al| (2020), and country evidence for the US (Correia
et al, 2020) and Denmark (Moller Dahl et al., 2020).

From an economic point of view, they are consistent with a standard Solow growth
model, where a reduction in the labor force leads to a recession. The historical accounts
of the influenza reveal that the response of the health care system was inadequate in
essentially all regions, and that lockdown measures were mild and ineffective. The
results are therefore more helpful to understand the potential impact of an epidemic in
a developing country with poor health infrastructure and limited ability to impose and

enforce lockdown measures.
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The paper is organized as follows. In Section 2 we describe the developments
of the influenza in Italy and the recession of 1919-21. Section [3|reviews the possible
economic mechanisms linking the pandemics and economic growth, and the empirical
literature. Section [ presents our data. Section [f| presents descriptive evidence. Section
[f| presents regressions results for GDP growth, and Section [/] explores the potential
long-run consequences of the influenza. Section §|concludes.

2 The 1918 Influenza in Italy

The 1918 influenza killed around 40 million people worldwide, corresponding to 2.0
percent of the world’s population at the time. Italy was one the most affected countries.
Current estimates suggest that it killed about 0.6 million people out of 36 million, about
the same death rate as in WWI, with a mortality rate estimated at 1.2%, below the world
average (2%), but substantially above the mortality of other developed countries (Barro
et al}, 2020). For instance, in Germany the estimated mortality was 0.8%, in the US
and in the UK 0.5%, and in France 0.7%. So, the combined effect of influenza and war
mortality was to reduce a population of 36 million the population of about 1.2 million
people between 1915 and 1919.

There were three waves of influenza in Italy, between May 1918 and early 1919. The
first wave, in the Spring of 1918, was relatively mild, while the second one was by far
the most severe. The firs cases were reported in late August, but by mid-September
the influenza spread in all parts of Italy, reaching a peak in early or mid-October, and
ending in early November. With very few days of difference, the influenza hit every
part of Italy. Tognotti| (2015) provides a thorough investigation of the pandemics, and
reports that deaths peaked in mid-October, with abut only ten days difference between
the different parts of the countryﬂ

Several factors contributed to the spread of the disease and the high mortality rate.
First of all, the period the spread of the influence coincided with the end of WWI, and the
Italian final attack against the Austro-Hungarians in late October, and the final victory
of November 4, 1918. The movements of troops, sick soldiers and refugees in both South
and Northern Italy most likely contributed to the rapid spread of the disease. While in
many countries measures of social distance and quarantine were implemented, in Italy
due to lack of coordination, and poor organization the measures were implemented
when it was too late to stop the pandemic and were largely ineffective.

mDaily deaths peaked on October 7 in Naples (256 cases), October 16 in Milan (127), October 18-19 in
Turin (119 deaths), and October 19 in Rome (226 deaths).
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The material conditions of the population were another aggravating factor. Cohabita-
tion of entire families in the same room, overcrowding, lack of running water, electricity,
toilets and sewers were the rule rather than the exception in many parts of Italy, with
most people living in precarious conditions. Even though there are no systematic
accounts of measures of social distancing that can be exploited in the empirical analysis
of the economic impact of the pandemics, [Tognottil (2015) reports that these measures
were introduced only when the pandemics was out of control and were in practice

ineffective and not feasible ]

Healthcare was quite problematic as well, because most doctors and medical per-
sonnel was used in support of the military, hospitals were concentrated in large cities
and absent in smaller towns and rural areas. Finally, information through the press
was limited due to censorship, at least initially, which was in place in order not to give
information to the enemies on the real proportion of the epidemics.

As in other countries, mortality was highest among the young (20 to 40 years old).
A peculiar characteristic of the Italian case is the excess mortality of young women.
Pinnelli and Mancinil (1998) advance a tentative explanation. Since contagion depends
on frequency of contact, girls were more exposed to the flu, as their activities were
mainly at home and often had to take care of the elderly and sick, themselves fell
ill more easily. Mortality varied considerable across regions as well, with mortality
exceeding 1.5% in some regions such as Campania and Calabria, and others such as
Veneto were mortality was substantially less than 1% (see Figure [l]and Appendix Table
[B.1}). To some extent, these differences are likely to reflect a gap in resources, human
capital and infrastructure between the North and the South. Therefore, in assessing
the economic consequences of the epidemics it will be important to take into account

pre-existing differences in initial conditions.

We base our analysis on recorded statistics of influenza mortality. As noted by John}
son and Mueller| (2002)), these data have potential limitations, given non-registration,
missing records, misdiagnosis, and non-medical certification, and may also vary be-
tween locations. Indeed, Johnson and Mueller (2002) report country-level statistics of
the 1918 influenza mortality showing that in many countries reported mortality rates
severely underestimate the mortality rate recalculated considering revisiting official
records and calculating "excess" deaths from recorded mortality for influenza, respira-
tory causes, or all causes. While we cannot exclude that reported mortality rates exhibit
greater variability at the regional level, for Italy the reported mortality rate (1.1%) is
actually quite close to the recalculated death rate (1.07%) (Johnson and Mueller] 2002} p.
113, Table 4), which is reassuring for our empirical analysis.

B There are also reports showing that even at the end of September and early October of 1918, when the
epidemics was near its peak, there were large gatherings for religious or political reasons.
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Figure 1: Influenza Mortality by Region
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The pandemics hit the Italian economy in the last year of WWI, which was a period
of significant economic expansion, particularly of firms involved in war production
stimulated by large government expenditures. The war was followed by the 1919-21
recession, with a strong recession in 1919 (-19%), and a cumulative decline in GDP
per capita of approximately 30% over three years. In assessing the economic history

of Italy, Malanima and Zamagnil (2010) write that “public spending rose dramatically

and was mostly financed with debt; particularly foreign debt. Social relations after the
war became violently conflicting and political stability was lost, with the rise of new
movements and parties that destabilized the formation of long lasting-governments.
Italian democracy was incapable of meeting these challenges and, in October 1922,
Benito Mussolini became prime minister. At the end of 1925 he turned his government
into a dictatorship.” A feature of the fascist period is that it widened dramatically the
North-South divide. In the 50 years between 1861 and 1911 the ratio between per capita
GDP of the South and the North declined by 13 points (from 93% to 80%), while during
the fascist period it declined by further 21 points (to 59%).

The economic differences across regions before 1918 and the significant macroeco-
nomic and political shocks that characterized the period of study may induce concerns
that areas with higher exposure to the pandemic may simultaneously be more exposed
to other adverse economic shocks, given their low levels of health and education. Even
though we take into account initial conditions, the lack of regional convergence in
economic growth between Northern and Southern regions implies that our estimates

COVID ECONOMICS
VETTED AND REAL-TIME PAPERS
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should be interpreted with caution as they plausibly indicate the upper bound of the
potential adverse effect of pandemics on regional growth trajectories.

3 Review of the Literature

In reviewing the literature on the on the economic consequences of the 1918 pan-
demics, it is useful to distinguish between short-run effects, long-run effects due to
reduced productivity and human capital, and very long-run effectsﬂ To evaluate the
impact of pandemics, we consider a standard Solow growth model where the pan-
demics destroys part of the labor force, and that there is limited or no labor mobility
across regions and countries. After the pandemics the labor force shrinks, particularly
in the working age groups, so the capital-labor ratio increases. The scarcity of labor
induces an increase in the wage rate and a reduction in the return to capital, slowing
down investment and capital accumulation. The demand for investment falls, and the
economy enters into a recession, with negative growth in income per capita. In the
medium and long run, the capital-labor ratio returns to its level, wages fall, and the
economy converges back to the initial steady state.

This recessionary effect might be reinforced if the pandemics affect also the saving
rate through an income effect, due to the loss in income of those exposed to the
pandemics, and loss of confidence. Furthermore, as we see today, individual and social
measures to reduce disease spread can seriously disrupt economic activity, reducing

output, income and saving in the short run.

The recession might have long run consequences also because human capital (in both
the form of health and education) falls after the pandemics, reducing the productivity of
labor, especially in more human capital-intensive sectors (manufacturing). If there are
externalities in human capital, this might affect also the productivity of other household
members, and of the economy at large. The reduction in savings can lead to lower
investment in human capital, for instance in the education of children.

Most economic arguments lead to the presumption that pandemics have recessionary
effects, the empirical findings report different estimates on the size and duration of
the effect. The approach of the empirical studies in essentially the same. They exploit
country, region or city variations in flu mortality rates and trace the effect of the
pandemics on various outcomes (GDP or GDP components, wages, poverty rates, and
levels of human capital) in the years (or decades in some studies) after 1918.

In assessing the literature on the economic effects of the 1918 pandemics in the U.S.,

BSee [Weil (2014) for an overview of the literature on health and economic growth.



Covid Economics 10, 27 April 2020: 1-23

9328 PRESS

Garrett] (2008) concludes that most of the evidence indicates that the effects were short
term, hitting differentially firms and households. According to|Garrett (2009), the most
noticeable effect of the pandemics was to decrease manufacturing labor supply, and
to increase wage growth in U.S. states and cities by 2 to 3 percentage points for a 10
percent change in per capita mortality.

Brainerd and Siegler| (2003) find that the epidemic is actually positively correlated
with subsequent economic growth in the United States. In particular, one more death
per thousand resulted in an average annual increase in the rate of growth of real per
capita income over the next ten years of 0.15% per year. The authors argue that states
with higher influenza mortality rates had a greater increase in capital per worker and
thus also income per worker after the pandemic.

More recently, (Correia et al|(2020) use geographic variation in mortality during the
1918 influenza in the U.S., and find that more exposed areas experienced a sharp and
persistent decline in economic activity. In particular, they find that the influenza led to
an 18% reduction in state manufacturing output for a state at the mean level of exposure.
They also use variation in the degree and intensity of non-pharmaceutical interventions
(lockdown) and find that cities that intervened earlier and more aggressively do not
perform worse and, if anything, grow faster afterE]

The Swedish and Danish cases are interesting, because Sweden and Denmark did
not take part in World War I, reducing the risk of confounding effects of the pandemic
with disturbances related to the war. Both countries however suffered the indirect
effect of the war on international trade. Karlsson et al.| (2014) find that in Sweden the
pandemic had a strong negative impact on capital income: the highest quartile (with
respect to influenza mortality) experienced a drop of 5% during the pandemic and
an additional 6% afterwards. The pandemics also increased the poverty rate (defined
as the share of the population living in public poorhouses), but no effect on earnings.
Moller Dahl et al| (2020) find that more severely affected municipalities experienced
short-run declines in income (5 percent on from 1917 to 1918), suggesting that the
epidemic led to a V-shaped recession, with relatively moderate, negative effects and
a full recovery after 2-3 years. They also report that unemployment rates were high
during the epidemic, but decreased only a couple of months after it receded. It should
also be noted that, overall, Denmark experienced one of the lowest mortality rates
worldwide (Barro et al., 2020), 0.3% against a world average of 2%.

BNot all economic historians agree with the fact that the 1918 flu had a large impact on the economy.
According to Barry Eichengreen (interviewed by John Cassidy for the new Yorker on March 18, 2020),
the economic impact of the 1918 pandemics in the U.S. was relatively mild. “The pandemic had a big
negative impact on retail sales, but, according to the available statistics, the over-all economy didn’t
fall into a recession. There was eventually a slump, in 1920-21, but Eichengreen and other economic
historians have typically attributed it to the Federal Reserve raising interest rates to head off inflation”
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Barro et al] (2020) provide an overall assessment of the effect of epidemics in a
cross-country comparative study. They regress the annual growth rate of per capita
GDP between 1901 and 1929 against the current and lagged values of the flu death
rate and the war death rate in a panel of 42 countries. They find a coefficient of -3.0
on the flu death rate meaning that, at the cumulative aggregate death rate of 0.020 for
1918-1921, the epidemic is estimated to have reduced real per capita GDP by 6.0 percent
in the typical countryE]

Some studies focus on the long-run consequence of the influenza pandemic. [Almond
(2006) finds that the US cohorts born during the pandemic display reduced educational
attainment, increased rates of physical disability, and lower income compared with
other birth cohorts. Percoco| (2016) finds that the Italian cohorts born in 198-20 ex-
perience an average reduction of 0.3-0.4 years of schooling relative to other cohorts.
Guimbeau et al|(2020) find that in the Brazilian state of Sao Paolo the pandemics had
significant effects on infant mortality, sex ratios at birth, fertility and marriage patterns
in the short-run, as well as persisting impacts on health, educational attainment and
productivity (as measured by the primary sector’s output per employee and per es-
tablishment) in the long-run. Using information about attitudes of respondents to the
General Social Survey (GSS),|Le Moglie et al|(2020) find that experiencing the influenza
had permanent consequences on individual behavior in terms of lower social trust. In
particular, the paper finds that lower social trust was passed on to the descendants of
the survivors of the influenza pandemic who migrated to the US.

Furthermore, there is an important tradition of studies looking at the economic
consequences of pandemics for Italy. For instance, [Alfanil (2013) emphasizes that
plagues in seventeenth-century Europe, by affecting more severely Italy and the south
of Europe, hindered the economic performance of Italy relative to northern European
countries. [Alfani and Percoco| (2019) explores the effects of plague across Italian cities in
pre-industrial times. They find that the 1629-30 plague was linked to persistently lower
economic growth in cities more exposed. Malanima| (2018) points to the effect of the
severe and frequent plagues that affected the Italian peninsula in the age of Renaissance
(1350-1550) and shows that they were associated with an increase in resources per
worker, ultimately improving standard, which eventually converged back to their
low pre-Renaissance levels. Our study contributes to these works by exploring the
Great Influenza Epidemic, which affected the Italian economy in more recent historical
periods, and focusing on aggregate regional economic growth.

EThey also estimate the effect of death rates on consumption and asset prices. The effect on consumption
growth rate are of the same sign as GDP, and somewhat larger magnitude. The effect of the flu death
rate on realized real returns on equity and short-term government bills are both negative, but only
statistically different from zero for government bills.
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4 Data

We explore yearly data on real Gross Domestic Product per capita by (Daniele et al.,
2007) across the 16 Italian regions as of 1918. We link GDP data with information on
mortality for the year 1918, which we digitized from the Mortality Statistics Volume for
1918 (Statistica delle Cause di Morte 1918) by the Ministry of the National Economy (see
Appendix Table[B.T). These data provide information on the number of deaths for the
year 1918 for influenza and pneumonia. We follow the literature and measure deaths
due to the Great Influenza by summing the deaths for these two diseases (specifically
we sum influenza, broncopolmonite, and polmonite). We construct the mortality variable
by dividing the number of regional deaths from these diseases in 1918 over population
from the Italian Statistical Office Population Census, which was taken in 1911. We do
not employ data on the 1919 wave as it was predominantly an outcome of the 1918
wave and of local economic conditions.

We have digitized the number of deaths due to World War I from the Albo d’Oro
archive of the Institute for History and Resistance and Contemporary Society (Istoreco). The
year of death in not always certain and often military deaths occur with significant
lags. Thus, our variable for WWI death rates takes value zero for the years before 1915
(the year in which Italy joined the war) and after 1918. Over the war years the variable
equals the total number of military deaths due to WWI over population as of 1911.
We also use as an outcome the share of labor force employed in manufacturing from
Daniele and Malanima (2014). Additional outcomes of regional indicators of human
capital (health and education) are from [Felice| (2007).

5 Descriptive Evidence

To introduce the regression analysis, it is useful to report the correlations of flu
mortality, GDP and human capital indicators in the pre-war period. Table able|[I|reports
two-by-two regressions of flu mortality and per capita GDP in 1913, GDP growth in
1907-1911, the share of manufacturing employment in 1911, the WWI death rate, 1911
literacy and the 1911 Human Development Indicator. There is some mild evidence that
flu mortality was higher in regions which before the war exhibited lower income and
lower growth per capita. However, the standard errors reported in square brackets in
Table able[T|indicate that the correlations are not statistically different from zero. do file

On the other hand, Table [I] and Figure Q indicate that flu mortality was lower in
regions with high WW death rate (the regression coefficient is -033 and statistically
different from zero at the 5 percent level). For instance, the central regions of Emilia,
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Figure 2: Influenza and World War I Mortality
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Table 1: Influenza and Pre-1918 Characteristics
@) @) [©) [€) ©) 6) @)
Dependent Variables:
Ln GDP pc Ln GDP pc GDPpc Growth % Manuf. L.F. WWI Literacy HDI
VARIABLES 1918 1913 1907-11 1911 Death Rate 1911 1911
Influenza 1918  -23.331 -16.680 -0.938 -4.069 -0.332*%  -40.349*** -36.143***
[22.573] [15.983] [0.582] [4.177] [0.119] [10.701] [8.647]
Observations 16 16 16 16 16 16 16
R-squared 0.048 0.051 0.098 0.030 0.091 0.336 0.382

Notes: Observations are at the region-year level. Robust standard errors clustered at the regional level are

reported in brackets.
*** indicates significance at the 1%-level, ** indicates significance at the 5%-level, * indicates significance at the

10%-level.
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Marche and Tuscany exhibit relatively high war death rates, but below average flu
mortality. For our regression analysis the negative correlation between the two mortality
rates helps in identifying the separate effects of war and flu mortality on subsequent
GDP growth. Table[T]also shows that flu mortality is negatively correlated with human
capital indicators, as also suggested by the historical account of the pandemics provided
by [Tognottil (2015). Controlling for health conditions and education will therefore be

important in the empirical analysis.

To introduce the regression analysis, in Figure 2| we plot the flu death rate against
the GDP growth rate in 1919-24. In the period, the average growth rate is negative,
reflecting the recession of 1919-21. However, regions with above average flu mortality
(such as Calabria, Campania and Latium) exhibit lower that average growth, while
regions with more limited mortality (Veneto and Marche) exhibit also milder recessions.
For instance, doubling the flu death rate (from 0.8 to 1.6%) is associated with a reduction

of subsequent annual growth of 1%.

Figure 3: Economic Growth and Influenza Mortality
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6 Regression Analysis

In this section, we explore empirically the link between influenza mortality rate and
GDP per capita growth across Italian regions. As described in Section, mortality due
to the influenza pandemic took place predominantly in 1918, in particular towards
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the end of the year. Therefore, our variable of interest takes value zero in the years
before and after 1918. We first explore the link between flu mortality and economic
growth by regressing GDP per capita on flu mortality in 1918 with 10 years of lags and
10 years of leads. This approach allows us to check the presence of pre-treatment trends
in regional GDP growth as well as potential lags in the estimated relationship between
mortality and growth. Figure ] depicts the series of estimated coefficients ordered by
their distance to 1918, the year of the pandemic outbreak, with negative coefficients

representing the leads.

Three main elements are evident from the figure. First, the estimated coefficients
for the 10th to the 5th year leads (from 1908 to 1913) do not reveal differential trends.
However, from the 4th-year lead (1914) until 1918, the period World War I, we observe
significant swings around zero. Such finding points to the importance of taking into
account potential differential exposures of regional growth rate to the war. Second,
in line with the historical timing of the pandemic outbreak in Italy in late 1918, the
negative link between flu mortality and economic growth emerges with one-year lag
(thus in 1919). This result points to the importance of exploring these lags in the
empirical specification. Finally, the estimated coefficients of the lags converge back
towards zero after four years from the pandemic, so that by 1922 the effect seems to
vanish. Such a pattern suggests that the link between influenza and economic growth
may have lasted about three years, pointing to the potential transitory nature of the
adverse effect of the pandemic on local economic growth.

Figure 4: Influenza ad Economic Growth: Leads-Lags Analysis

Years Since 1918

Notes: The figure shows the estimated coefficients from a regression of growth in real GDP per capita on influenza mortality in
1918 with 10 years of lags and 10 years of leads, along with 95% confidence intervals based on robust standard errors clustered at
the regional level. The figure shows that the estimated link between influenza mortality and economic growth dissipated within
four years from the event. Oscillations in the estimated coefficients for the years before the event coincide with WWIL.

In Table 2] we restrict the sample of real per capita GDP growth to the years from 1919
to 1924 so as to explore the short-run effects of the pandemic and minimize concerns
on the difficulties in interpreting World War I data on living standards. Our variable
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of interest is influenza mortality in 1918 lagged by one year. As demonstrated by the
empirical analysis graphically depicted in Figure [, such an approach is ideal in the
Italian setting given that the pandemic affected the Italian peninsula only at the end of
1918, in turn potentially having an effect on living standards which could be observed
only in 1919. Later in the analysis, we will explore both contemporary and lagged
effects. We correct inference by clustering standards errors at the level of regions so as

to allow any arbitrary serial correlation of the error terms across periodsE]

Table 2: Influenza Mortality and Growth in GDP per capita 1919-1924

@ @ ©) )
Dependent Variable: Growth GDP per capita 1919-24

Influenza 1918 - 1 year lag  -12.927*** -9.692*** -9.675*** -10.677***
[0.740] [2.798] [2.644] [2.948]

Influenza 1918 - 2 years lag -7.502**
[2.608]
Influenza 1918 - 3 years lag -1.644**
[0.636]
Influenza 1918 - 4 years lag -0.552
[0.520]
WWI Death Rate -3.072  -3.112  -3.224***

[2.430] [2.314] [0.721]

Observations 96 96 96 96
R-squared 0.604 0.609 0.615 0.885
Initial GDP pc No No Yes Yes
WWI Death Rate Lags No No No Yes

Notes: Observations are at the region-year level. Robust standard
errors clustered at the regional level are reported in brackets.

*** indicates significance at the 1%-level, ** indicates significance at the
5%-level, * indicates significance at the 10%-level.

In column 1, we regress growth in GDP per capita on influenza mortality. The
coefficient is -12.9 and statistically different from zero at the 1 percent level, which
suggests that an increase in the influenza mortality equal to the 1918 average (0.132)
is associated with an average reduction of 13% growth in real GDP per capita, almost
half of the overall GDP decline in 1919-22. Another way to interpret our results is
to compare regions with relatively high and low mortality rates. For instance, going
from Calabria or Basilicata, which features mortality rates of about 1.5%, to Marche
or Piedmont, which feature rates of about 1%, is associated with a reduction in GDP
growth of 6.5

These effects are broadly comparable in magnitude with to the one estimated by

BIn the Appendix Table we experiment several specifications and show that two-way clustered
standards errors over regions and years provide very similar results.
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Barro et al| (2020) in a cross-country setting, which is about 6%. Our coefficient is
larger, possibly because policy interventions by central and local authorities to limit the
spread of the pandemics were weak or largely ineffective. In column 2, we also control
directly for WWI mortality. The variable is the total number of military deaths during
WWI over population in 1911. The variable is lagged by one year and takes value zero
for the years after 1918. The estimated coefficient for WWI mortality is negative, but
not statistically different from zero. The coefficient of flu mortality remains negative,
statistically significant, and almost unchanged with respect to the regression reported

in column 1.

To take into account pre-existing differences in the level of economic activity, in col-
umn 3 we control for real per capita GDP in 1919, which is the initial year of the sample
employed. Remarkably, this additional control has almost no effect on our coefficient
of interest, which remains almost unchanged in magnitude and statistical significance.
Since the effect of the 1918 influenza and economic growth may have lasted for more
than a year, in column 4, we introduce four lags of influenza mortality. As a control,
we also introduce four lags for WWI mortality (coefficients not reported). Interestingly,
the coefficients of the lagged influenza variables are negative and significant up to the
third lag, implying that the adverse effect of the pandemic on economic growth lasted
for three years. This finding suggests that the effect of the Italian pandemic on regional
economic growth is transitory, which is consistent with recent findings for the 1918
influenza across Danish municipalities (Moller Dahl et al), 2020).

In Table [, we extend forward the sample until 1929. We do not go beyond 1929 so as
to prevent the 1930s Great Depression to confound the estimates. As evident from the
table, the estimated coefficients are very similar in magnitudes and significance to the
ones reported in Table [} Such a result further supports the conclusion that the adverse
effects of the influenza pandemic on local economic growth has been transitory.

In Table [ we extend the sample backward so as to include the years from 1901 to
1929. We can now include contemporary influenza mortality, as well as its lags up to
the fourth year. The estimated coefficient for the contemporary effect in column 1 is
actually positive and precisely estimated, yet very small in magnitude. The coefficient
refers to 1918, the last year of the war, which may potentially confound the estimates. In
the following specification we control for WWI casualties to take into account this effect.
The coefficients for the lagged influenza mortality are negative and highly significant
up to the third lag, which is consistent with our previous findings. The coefficient for
the fourth lag is positive and significant. This finding is consistent with the influenza
having a transitory adverse effect also on the levels of economic activity (Barro et al,
2020). However, our estimates of this coefficient are not robust across specifications,
thus we cannot reject the hypothesis that the influenza had a permanent effect on the
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Table 3: Influenza Mortality and Growth in GDP per capita 1919-1929

@) ) ®) )
Dependent Variable: Growth GDP per capita 1919-29

Influenza 1918 - 1 year lag -13.3303** -9.8888** -9.8819*** -10.2513***
[0.789]  [2.838] [2.778]  [2.906]

Influenza 1918 - 2 years lag -7.0770**
[2.619]
Influenza 1918 - 3 years lag -1.2183**
[0.449]
Influenza 1918 - 4 years lag -0.1271
[0.404]
WWI Death Rate -3.2517  -3.2667  -3.2245%**

[2.447] [2.401] [0.704]

Observations 176 176 176 176
R-squared 0.502 0.506 0.507 0.699
Initial GDP pc No No Yes Yes
WWI Death Rate Lags No No No Yes

Notes: Observations are at the region-year level. Robust standard errors
clustered at the regional level are reported in brackets.

*** indicates significance at the 1%-level, ** indicates significance at the
5%-level, * indicates significance at the 10%-level.

levels of economic activity.

In column 2, we control for contemporary WWI death rates, as well as its lags up
to four years. In line with the historical evidence, the contemporary effect is now
indistinguishable from zero, in turn suggesting that the potential confounding effect
of WWI exposure may induce a bias which is opposite in sign to the coefficient of
influenza mortality. The estimated coefficients for the lags are negative and significant
up to the third lag. In column 3, we control for per capita GDP in 1901, the first year
of our sample. Controlling for initial conditions makes the one-year lag slightly more
negative and the two-years lag slightly less negative. Albeit minor, such changes are
potentially due to initial GDP per capita absorbing part of the differential exposure
to the epidemic across regions. In column 4, we take into account potential common
trends by controlling for a time polynomial of order two. The introduction of these
controls implies minor changes in the estimated coefficients, in turn reducing concerns

on the potentially confounding effect of a common trend across regions.

In column 5, we test the robustness of our specification to the introduction of re-
gional fixed effects (our geographical unit of analysis) so as to completely control for
heterogeneity in initial conditions[] While this is not our preferred specification for

@1n the Appendix Table we extend this specification and incorporate additional controls, exclude
potential outliers, and correct inference with two-way clustering.
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Table 4: Influenza Mortality and Growth in GDP per capita 1901-1929

@ @ ®) ) ®)
Dependent Variable: Growth GDP per capita 1901-29
Influenza 1918 0.667**  0.420 0.432 0.505 0.446
[0.124]  [0.537]  [0.575]  [0.594]  [0.800]
Influenza 1918 - 1 year lag  -15.087*** -12.161*** -12.138*** -12.192*** -12.299***
[0.953]  [1.744] [1.794] [1.831]  [2.238]
Influenza 1918 - 2 years lag -8.482** -4.164*  -4.141*  -4.097*  -4.205*
[0913]  [1.913] [1.994] [2.029] [2.384]
Influenza 1918 - 3 years lag -3.395** -2.988** -2.965** -2.816"  -2.924*
[0.203]  [1.225]  [1.243]  [1.254]  [1.659]
Influenza 1918 - 4 years lag  1.225***  -0.216 -0.204 -0.002 -0.062
[0.202]  [0.933] [0.961]  [0.938]  [1.140]
Observations 464 464 464 464 464
R-squared 0.559 0.712 0.715 0.723 0.724
WWI Death Rate No Yes Yes Yes Yes
Initial GDP pc No No Yes Yes -
Time Trend No No No Yes Yes
Region FE No No No No Yes

Notes: Observations are at the region-year level. Robust standard errors clustered
at the regional level are reported in brackets.
*** indicates significance at the 1%-level, ** indicates significance at the 5%-level, *

indicates significance at the 10%-level.
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interpreting the magnitudes of the estimated coefficients, it is important to observe
that the estimates are robust to implementing this specification, which also takes into
account pre-existing specialization patterns across regions that may not be captured by
initial GDP. For instance, any differences between the North-West, specialized in heavy
industry, and the South, specialized in agriculture, would be differenced out. Overall,
our result points to a strong and negative association between the influenza mortality
rate and economic growth in 1919, which was then absorbed in the subsequent three

years.

7 Influenza, Human Capital, and Industrialization

Having explored the short-run nature of the link between influenza pandemic and
GDP growth, we now turn to investigating mechanisms that may uncover long-term
effects of the pandemic. To do so, we have assembled a regional data set with indicators
of human capital (health and education) and manufacturing employment (see Section
for sources). Unfortunately, these data are only available in the years of the census
(approximately every decade), and thus they are unsuitable to investigate short-term
dynamics. In this setting, mortality varies only across regions and not over time. Results

are shown in Table B

Table 5: Influenza, Human Capital, and Industrialization

) (2) ®) )

Manuf. L.E. Human Dev. Index 1. Human Dev. Index Ln Population

VARIABLES 1911-1921 1911-1938 1911-1938 1911-1931
Influenza 1918 -0.838 -0.628 -2.328 -8.424
[0.658] [1.885] [2.988] [6.810]
Observations 32 32 32 48
R-squared 0.967 0.929 0.937 0.992
Initial level Yes Yes Yes Yes
WWI Death Rate Yes Yes Yes Yes
Linear Trend Yes Yes Yes Yes

Notes: Observations are at the region-year level. All the columns control for the level of
the outcome variable measured in 1911 and for WWI total mortality rate. Robust standard
errors clustered at the regional level are reported in brackets.

*** indicates significance at the 1%-level, ** indicates significance at the 5%-level, * indicates
significance at the 10%-level.

After WWI, Italy was a predominantly rural society, with more than half of the labor
force employed in agriculture. Recent studies have shown that over the 1920s and
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1930s human capital accumulation and industrialization were important to understand
long-run development patterns across areas of the country (Carillo, 2018). It is then
possible that the influenza pandemic affected the transition of the labor force towards
the manufacturing sector, in turn influencing long-term economic development. In
column 1, we investigate this hypothesis by employing as an outcome the share of
the labor force employed in manufacturing and controlling for its level in 1911 and
for a linear trend. The estimated coefficient is statistically indistinguishable from zero,
pointing to the potentially limited long-run effects of the pandemic.

In columns 2 and 3, we use as outcomes two indexes of human capital and living
standards, the Human Development Index (HDI) and its improved version (IHDI), respec-
tively. These indexes are based on three indicators of living standards: education, life
expectancy, and income per capita. The differences between the HDI and the IHDI is
the methodology used to aggregate the underlying three variables (see [Felice] (2007)).
We explore the link between the influenza epidemic and these indexes and find limited
evidence of a significant relationship, pointing to the potentially limited persistent effect
of the pandemic on human capital and living standards across regions. The absence
of an effect on indicators that include life expectancy might be due to the fact that
mortality was higher among people with low socioeconomic conditions, which were
typically characterized by low life expectancy and human capital. Thus, the overall
effect on life expectancy and human capital of the surviving population is ambiguous.

We also explore whether mortality associated with the pandemic has persistently
reduced population in the areas more exposed, potentially preventing population from
returning to its initial trajectory. In the last column, we relate influenza mortality to the
log of population. The estimated coefficient is negative but not statistically different
from zero, thus non supporting the hypothesis of a persistent effect of the influenza on
the regional composition of the population.

8 Concluding Remarks

In this paper, we investigate empirically the link between pandemics and local
economic growth. We explore the case of the Great Influenza Pandemic of 1918 in Italy
and study its link with regional growth in GDP per capita. Our estimates show that
going from regions with the lowest mortality to the ones with the highest mortality
is associated with negative GDP per capita growth of about 6.5%. Our estimates
are comparable with recent findings on the cross country effect of the Influenza on
economic growth (Barro et al., 2020), yet larger in magnitude. One possible explanation

is the limited and largely ineffective interventions to contain the influenza pandemic in
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Italy. We also find that the link between influenza and growth dissipates three years
after the shock, a finding in line with recent studies of the influenza pandemic across
localities in other countries.

The limited interventions to contain the pandemic, along with the poor health
infrastructures that characterized many parts of the country after WWI, make the
Italian historical experience of the Great Influenza an important case to cast light on the
economic consequences of pandemics in societies in which lockdown policies cannot
be implemented, or where the health care system is unable to protect citizens. The
Italian case may provide also policy guidance to compare the recessionary effects of
pandemics in the absence of interventions with the adverse effects of the interventions
aimed at containing it. Given that exposure to the influenza was linked to pre-existing
living standards, our findings should be interpreted cautiously and possibly as an
upper bound of the effects of the influenza on local economic growth. We hope that
our study will stimulate future research to explore further this important link and shed
novel light on the heterogeneous effects of pandemics across localities and individuals.
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Appendices

A Robustness

Table A.1: Robustness to Alternative Specifications

Dependent Variable: Growth GDP per capita 1901-29

5 @ 3 @ ®) 6)
Excluding Excluding
VARIABLES Campania  Veneto
Influenza 1918 0.446 0.572 0.019 -1.434 -1.324 -1.324

[0.800] [0.995]  [0.857]  [0.934] [0.813]  [1.920]
Influenza 1918 - 1 year lag  -12.299%* -12.420%* -13.381** -15.018*** -14.852%** -14.852**
[2.238]  [2792]  [2343]  [3.661] [3.757]  [3.447]

Influenza 1918 - 2 years lag ~ -4.205* -3.796 -5.342** -3.405 -3.291 -3.291
[2.384] [2.954] [2.430] [2.377] [2.421] [2.185]
Influenza 1918 - 3 years lag ~ -2.924* -2.905 -4.069** 0.941 0.789 0.789
[1.659] [2.090] [1.638] [0.616] [0.618] [1.649]
Influenza 1918 - 4 years lag ~ -0.062 0.147 -0.853 5.187***  4.505***  4.505**
[1.140] [1.410] [1.071] [0.882] [1.000] [2.047]
Observations 464 435 435 464 464 464
R-squared 0.724 0.715 0.724 0.820 0.823 0.824
WWI Death Rate Yes Yes Yes Yes Yes Yes
Time Trend Yes Yes Yes Yes Yes Yes
Region FE Yes Yes Yes Yes Yes Yes
National GDPpc No No No Yes Yes Yes
War Years FE No No No No Yes Yes
Two-Way Clustering SE No No No No No Yes

Notes: Observations are at the region-year level. Column 1 is the same as the last column of Table
Afor comparison. Column 2 excludes the region with the maximum level of mortality (Campania).
Column 3 excludes the region with the minimum level of mortality (Veneto). WWI Death Rate
is a set of five control variables including WWI death rates contemporary and lagged up to four
years. Time trends are linear and quadratic terms of the year variable. National GDP per capita
controls include linear, quadratic and cubic terms of real national GDP per capita. War Years fixed
effect is a dummy taking value one over the years in which Italy was in war (from 1915 to 1918).
Robust standard errors clustered at the regional level are reported in brackets, with the exclusion
of column 6 in which we employ two-way clustering over regions and years.

*** indicates significance at the 1%-level, ** indicates significance at the 5%-level, * indicates signif-
icance at the 10%-level.
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Table B.1: Mortality for Influenza and World War I across Italian Regions

Influenza WWI Population (000)
Region Mortality Mortality Year 1911
Abruzzi 20165 22121 1512
Apulia 36639 28173 2195
Basilicata 7505 7316 486
Calabria 21963 19965 1526
Campania 57789 42315 3102
Emilia 31587 49391 2813
Latium 24791 16012 1771
Liguria 14924 12440 1207
Lombardy 58780 79437 4889
Marche 12410 19395 1145
Piedmont 39078 49982 3495
Sardinia 14147 13600 868
Sicily 46111 44197 3812
Tuscany 33009 46860 2670
Umbria 7904 12860 614
Veneto 26699 63124 3737

Notes: The table reports mortality for the Great Influenza and
World War I across Italian regions. Column 1 reports the name
of the region. Column 2 reports the number of deaths in 1918
for influenza and pneumonia. Column 3 reports the number of
military deaths in World War 1. Column 4, reports the population
in each region as of 1911 (in thousands). For data sources, see

Section @l
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The paper presents early research on problems that make the use of
the basic SIR-model of epidemiology difficult for short- and medium-
run policy. The model essentially generalizes the simple exponential
model in two respects. First, it considers the structure of the infectious
population in more detail and introduces the concept of the "cohort
composition kernel” that generalizes the aggregate transmission
Sfunction and renders the transmission model non-recursive. Second,
it shows how policy measures such as testing, social distancing, or
quarantine rules can affect this kernel and how this can provide
estimates for the impact and lag of nonpharmaceutical policy
interventions.

1 I am grateful to Toni Stocker and Carsten Trenkler for advice, to Harald Uhlig for comments, and to Lukas
Mevissen for unwavering research assistance.
2 Professor of Economics, Universitdt Mannheim and CEPR Research Fellow.
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Covid-19 “might be a one-in-a-century evidence fiasco"
(J. Ioannidis, STATnews 17/3/20)

1 Introduction

Much of the rapidly developing economic literature on the spread of the Covid-
19 pandemic builds on the classic STR-model of contagion.! The simplest version
of this model derives the dynamics of transmission in a recursive framework, in
which the number of newly infectious individuals in a population (Al or 41)
depends on the number of non-infected individuals (S) who are susceptible to an
infection in a reduced-form model of personal encounters.? At the early stage of
the epidemic where we are currently, the mitigating effect of having increasing
numbers of individuals removed (R) from the susceptible group through immu-
nization or death can be neglected. Hence, if Y; denotes the number of infectious
individuals and 8 the net transmission rate (per period), then new infections
are ny = (Y}, yielding simple exponential growth. This is what we should focus
on - if the disease has reached the feedback region in the S-I phase diagram, our
countries’ public health systems will have collapsed.

While the model is a useful basis for longer-run macroeconomic analyses,?
Covid-19 presents (at least) two problems that make an application of the basic
exponential model difficult for short- and medium-run policy. First, transmis-
sion does not simply depend on the number of infectious individuals, but on the
composition of this group, which is influenced by policy. And second, the data
at our disposal are quite inadequate to evaluate the evolution of the disease
and thus the effectiveness of policy. In fact, in most countries we do not even
know the number of infected, not even their magnitude, let alone that of in-
fectious individuals. This state is very unsatisfactory, as politicians must make
real-time decisions with dramatic economic and societal consequences based on
insufficient data.

This paper presents a simple model that addresses both of these problems
by looking in more detail into the structure of the transmission process. The
model identifies the variables which we need to understand and measure better,
establishes relations between them that can be used to make efficient use of the

IThe model goes back to Kermack and McKendrick (1927). A timely review of this and
related models is Allen (2017) and, just in time, as I have just learned, Stock (April 5, 2020).
My favorite description is in Braun (1978, Ch. 4).

2Unfortunately, sometimes the acronym is interpreted as “susceptible-infected-recovered".
This is too narrow, and the original model (e.g., in Braun, 1978) divides the population more
generally in susceptible, infectious, and removed agents. Removal may be recovery, but it is
much broader, as it also includes quarantine and other policy measures. On the other hand,
infectious is narrower than infected. Most applications of the model that I know of, however,
assume that the infected are immediately infectious. The fact that this is not the case with
Covid-19 is one of the aspects of the model developed in this paper.

3Such as Atkeson (2020) and Eichenbaum, Rebelo, Trabant (2020). This literature grows
like ny = B8Y%.
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data that we can observe, and points to several mechanisms by which policy
influences these variables. The model essentially generalizes the relation n; =
B8,Y: in two respects. First, it considers the structure of the infectious population
and introduces the concept of the “cohort composition kernel" that generalizes
the aggregate transmission function and renders the transmission model non-
recursive. Second, it shows how policy measures such as mass testing, social
distancing, or quarantine rules can affect this kernel and how this can provide
estimates for the impact and lag of non-pharmaceutical policy interventions.

The research presented here is very preliminary and uses data sources until
early April. My emphasis is on policy and, of course, I am most familiar with
the German data and policy. But the structural problem is the same all over
Europe and probably more broadly.*

The model presented here is at the same time much simpler than the in-
fluential model by Ferguson, Cummings et al. (2005) that is the basis for the
simulations recently conducted by Ferguson et al. (March 16, 2020, the “Im-
perial Study"), and more detailed in some respects, as it explicitly considers
the working of parameters that can be used for policy. It thus tries to bridge
the gap between the mathematical theories of dynamical systems, the clinical
evidence, and the reduced form models used by economists to evaluate the eco-
nomic consequences of the crisis.

2 Individual Evolution of the Disease

Time is discrete, t = 0,1, ..., and measured in days.

At the individual level, the disease and its consequences evolve in stages
after the infection. Suppose infection is at time ¢ = 0. The different stages of
the disease are then given by the following random times 7', measured in days
after infection.

T° (outbreak): time of first clear symptoms (if at all) or undetected out-
break for mild or asymptomatic cases

e 7™ =T°+ 7™ (no more infectious): time until no more contagious if no
severe symptoms and not treated

e 7% =T°+ min(7",7°) (severe): time until severe symptoms if any

o T°" =T% 4 7°% (exit): time until end of infection after severe symptoms

YThere is a rapidly growing body of clinical evidence, mostly evaluating small sample
experiences from China in January and February 2020; and not being an expert, I am much
indebted to the summaries provided by the websites of the Centers for Disease Control and
Prevention, its German counterpart, the Robert-Koch Institute, or public discussions by
virologists, such as Christian Drosten of the Charité at Humboldt University. These are, re-
spectively, https://www.cdc.gov/coronavirus/2019-ncov/hep/clinical-guidance-management-
patients.html, https://www.rki.de/DE/Content /InfAZ /N /Neuartiges_ Coronavirus/Steckbrief.html,
and https://www.ndr.de/nachrichten/info/Corona-Podcast-Alle-Folgen-in-der-
Uebersicht,podcastcoronavirus134.html.
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o T4 =T+ 79 (death): time until death after severe symptoms

T° and the 7% are positive-valued random variables. In case of no clear
symptoms or no symptoms at all, 7 is an artificial date to make the subsequent
timing comparable.’?

The above events refer to the evolution of the disease only, not to any inter-
ventions. Diagnoses at the time of outbreak are grouped into three types:

- a: asymptomatic (resp., unnoticed by patient)

- m: mild, but clear symptoms (fever, cough, etc.)

- s: severe, potentially life-threatening (acute respiratory distress (ARD),
severe pneumonia, lung failure, cytokine release syndrome, etc.)

To simplify the presentation, the model does not distinguish between pa-
tients with severe symptoms and critically ill patients. In functioning medical
environments the former is usually associated with hospitalization,® the latter
with progression to ICUs. Clinical data from January/February 2020 indicate
that this progression has occured in approximately 30% of all hospitalizations.”

If the individual outbreak immediately produces symptoms, we have 7° = 0,
ie. T® = T° For asymptomatic and mild cases, we have 7% > 0 if severe
symptoms occur later, and 7° = oo if not. See Figure 1 for an illustration of
the evolution after the outbreak.

Figure 1: The basic dynamics

5Completely asymptomatic cases seem to be rare, though. Upon careful investigation,
most patients are able to identify at least some very mild signs (as in the “Munich study" by
Bohmer, Buchholz et al., SSRN preprint 31/3/2020. See Drosten Podcast 24, 30/3).

6This was different during the early spread of the disease in Wuhan in January, where
hospitalization was also used as a isolation device.

"See Ferguson et al. (Imperial College, 16/3/2020) or Centers for Disease Control and Pre-
vention at https://www.cdc.gov/coronavirus/2019-ncov/hep/clinical-guidance-management-
patients.html
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Given the current experience, the following probabilities seem reasonable
benchmark estimates for the evolution at the time of the initial outbreak, 7°:

0, = 02-04 (1)
0 = 05-0.6 (2)
6, = 0.01—0.02 (3)

Remark: These parameters are highly subgroup-specific (for example, severe
cases are highly prevalent in the over 70 yr group), and sub-group-specific es-
timates are strongly biased.® Furthermore, it is not clear how the probabilities
can be estimated at all, because the underlying population (all infected individ-
uals) is unobservable.” See, e.g., Verity, Okell, Dorigatti et al. (2020) for some
discussion of “crude CFRs".

The conditional probability of progressing to severe symptoms from initially
no or mild symptoms is not systematically documented it seems.'® Given esti-
mated overall probabilities of developing severe symptoms eventually, it seems
realistic to put this probability at

Opms = 0.02 — 0.05 (4)

Together with (3), (4) gives an interval for the overall probability of severe
symptoms conditional on infection of 8 = 05 + (1 — 05)0,,s € [0.03,0.07].11
A good current estimate for the median incubation period (time until 7
after infection) seems to be!?
T°=5-6 (5)

8This is particularly true for the Wuhan data from January, where the health system was
quickly overwhelmed.

9There is some important information from natural experiments. For some examples, see
the Discussion Paper at https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3580767

10T here is signifiant evidence from Wuhan for the clinical progression of Covid-19 during
hospitalization. This is informative for 6,,s because in the early phase of the outbreak in Hubei
many patients with relatively mild symptoms were hospitalized. An interesting example is
Zhou, Yu, Du et al. (2020).

1Remember: I do not distinguish between “severe" and “critical". The former is often
associated with hospitalization, the latter with life support on ICUs. But even in published
studies the distinction is not always clear. The estimates given here are on the low side if all
hospitalized cases are included.

Ferguson et al. (16/3/2020, the Imperial Study), building on Verity, Okell, Dorigatti et al.
(2020), give an estimate of 4.4% for 6, arguing that their original data from China are likely
to be biased. On the cruiseship “Diamond Princess" 52 of the 697 infected cases developed
critically severe symptoms. These 7.5% are high compared to what one can expect for the
general population, as the overall group on the ship was relatively high risk (and by far most
infections occured in the over-60 age group). Data from Russel et al. (2020), with some
preliminary background.

Again, careful: reports such as that until 2/4/2020, "13% of all Covid 19 patients
were hospitalized" (https://www.n-tv.de/infografik/Coronavirus-aktuelle-Zahlen-Daten-zur-
Epidemie-in-Deutschland-Europa-und-der-Welt-article21604983.html) are misleading. The
denominator is wrong.

12Gee Wall Street Journal, March 9, 2020, https://flexikon.doccheck.com/de/SARS-
CoV-2, https://www.cde.gov/coronavirus/2019-ncov/hep/clinical-guidance-management-
patients.html, the references therein and many others in the same ball park.
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with most of the mass on the interval [3,11]. I assume that the events during
the evolution of the disease are i.i.d. across individuals; in other words, the
distributions of all events are not patient specific (while the outcomes are).!?
Let p° = (p§, p9, 13, -..) be the (discrete density of the) probability distribution
of outbreak days after infection (over Ny, ¢ = 0 is the day of infection).

For patients with mild symptoms at outbreak, severe symptoms are observed,
if at all, 7° days later, with most of the mass on days [5, 11] after incubation.*
Let 7° = (7§, 75,75, ...) be the corresponding probability distribution.!®

For severe cases, probabilities and time to death depend on the clinical
environment and can therefore not be pinned down universally and without
reference to specific policy. The Hubei studies of January/February 2020 report
mortality rates of 10 - 25 % conditional on hospitalization.'S In any case, I am
less interested in hospitalization and fatality ratios, because once in hospital,
the dynamics are mechanical (as concerns the spread of the disease).

It is critically important to know when infected patients are contagious.
One of the most striking findings of the early literature is that the virus can
be transmitted before an outbreak is noticed.!'” The time span over which
transmission can occur is usually stated with reference to the outbreak date
T° and probably individual-specific, say [T° — 7°,T° 4+ 7"]. Current estimates
for the onset of contagiousness, T¢, suggest values 7° € [0,2].1® For the end
date of untreated cases, T° + 7", there seems to be a window of 7™ € [6,12]
days after the outbreak, with even longer times possible for children.!” This
implies that, in the absence of mass testing, the vast majority of infections
occur when the transmitter either is completely unaware of her disposition or
has mild symptoms for which she has not been tested.? Combined with the
evidence for T°, this yields an overall broad time interval of [1,23] days after

13 This seems to be common in the mathematical epidemiological literature. It is, of course,
possible to condition the distributions on obervable characteristics.

MRelevant data seem to be mostly from Hubei, summarized by Wu, McGoogan
(2020). Early cases in Wuhan were documented by Huang, Wang, Li et al.
(2020). Here and on other topics the documentations by the Robert-Koch-Institute at
https://www.rki.de/DE/Content/InfAZ /N /Neuartiges_ Coronavirus/Steckbrief. html and the
CDC at https://www.cde.gov/coronavirus/2019-ncov/hep/clinical-guidance-management-
patients.html are useful.

15T am using the convention that probability distributions over days since infection (the
events T) are denoted by p-, and those for days since the last event (the incremental lags
) by T

16Gee Verity, Okell, Dorigatti (2020) and the references therein. They model Case Fatality
Rates (CFRs) and other mortality indicators based on early data.

17See, e.g., https://www.cdc.gov/coronavirus/2019-ncov/hep/clinical-guidance-
management-patients.html, and the discussion in Section 4 below.

I8Ferguson et al. (March 16, 2020, the Imperial Study), assumes a point estimate of 7, =
0.5, which implies a larger upper bound for the actual distribution of 7., consistent with other
findings. For evidence, see the discussion in Section 4 below and the references given there.

19Gee https://www.cde.gov/coronavirus/2019-ncov/hep/clinical-guidance-management-
patients.html,  https://flexikon.doccheck.com/de/SARS-CoV-2#cite_note-50 and  the
references therein. An interesting small sample result is in Wolfel, Corman, Guggemos et al.
(2020).

20This is currently the case in most countries. South Corea, Taiwan, and Hong Kong seem
to be notable exceptions.
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infection, during which (at least some) individuals can be contagious, with little
or no mass on t = 1,2 and in the far right tail.

Let p¢ = (p§, p§, p5, ...) be the probability distribution of the day T of the
onset of contagiousness since infection, and 7" = (7fj, 77, 7%, ...) the probability
distribution of the final day of infectiousness since incubation, both conditional
on not being quarantined or hospitalized. According to the previous remarks
we should have pf; = 0 for £ > T° + 1 and 7} =0 for k < 5.

Remark 1: There does not seem to be much evidence on these distributions.
Probably, they are not independent of each other.?! The papers I have read
usually provide means or medians and estimates of the support (min/max).
This makes it difficult, in particular, to calculate confidence intervals or p-values
in empirical studies.

The following tools from probability theory are useful to put these distribu-
tions to work.

e Cumulative lags: If the distributions of subsequent lags are independent,
the density (probability mass) function of subsequent events can be ob-
tained by the usual convolution of the densities. Example: if the dis-
tribution 7¢ of days 7° from the onset of infectiousness to incubation is
independent of the distribution p¢ of the duration from infection to the
onset of contagiousness T¢, then

k
PR= ) P (6)
m=0

e Time intervals: Example: The probability that an individual on day k
after infection is already contagious (on or past 7°¢), but has not yet had
symptoms (before T°) is

o] k
Pr(T* <k <T +7)= > > pond ., (7)
n=k+1m=0

Given the evidence cited above, in calibrations the first sum (summation
over n) will not extend much further than 12 or 13.

3 The Population Dynamics

Capital letters are stocks (end of the day) of current cases, lower case letters
are flows (during day ¢). Consider a given population (which may be a sub-
population of another population, such as the population of a certain region, or

21For example, the distribution of the time from the outbreak of symptoms until exit from
infectiousness (7) is likely to depend on the day of the outbreak (7°°).
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the above 70-years olds in that region). A key group of interest in the population
is the group of all currently infected individuals, called X;, of which there are
(at the end of day t) X;. The increment during day t is AX; = X; — X;_;. The
size of the inflow into X; (the new infections) is ¥ = n;. Note that neither X
nor AX,; appear in any of the official statistics.

In order to define the subgroups of &; that are relevant for policy, we must
consider one important policy variable, testing. I assume that the population
can be tested for the virus and that tests are correct.??> Furthermore, to simplify
the exposition and, in fact, as is the case in all somewhat functioning health
systems, I assume that all severe cases are automatically tested and hospitalized,
and that people only die in hospital.?? Finally, the base model will not consider
mass testing of asymptomatic patients. This can be introduced into this model
fairly easily, but is left for future research. Targeted testing of asymptomatic
individuals based on special tracing procedures is a more elaborate option that
must be modelled explicitly. Hence, the only relevant policy variable explicitly
considered here is the intensity with which patients with mild symptoms are
tested. Thus the model corresponds to the practice in Germany and many
other European countries until early April (where, of course, the test intensity
has varied across countries and time).

The spread of the infection can now be described as in Figure 2, which
extends Figure 1. It includes the outcomes “mild - no test" and “mild - test"
after the outbreak date T°, where the probability of testing, conditional on m,
is the policy variable A > 0.

The other new element in Figure 2 is an additional time lag due to testing:2*

o T" =T°+ 7" (result): time until test result available if tested.

Up to now, in Germany 7" is largely exogenous and has several additive
components: (i) time until individual realizes that the symptoms are potentially
problematic,?® (ii) time until appointment with GP, (iii) time until tested,?% (iv)
time until test result. Overall we probably have, with little randomness,

"€ [2.5,3]

22This assumption is not innocuous, in particular in times of extreme stress of the system.

23This does not mean that all hospitalized cases receive the same treatment. In fact, several
current examples show that the mortality rate in hospitals depends on the hospitalization rate
(however defined).

24To economize on space, the time lag is not included for severe symptoms, as it does not
matter for future events in the model (of course, it is necessary for the clinical treatment).

25This time span was probably substantial in the early phases of the Corona wave and may
even have exceeded 7° in some cases. This has certainly changed now. I therefore assume
that 77 < 75,

26Until now in Germany, tests have been adminstered only after referral by the GP.
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Figure 2: The dynamics with testing

The subgroups of &; of interest now are:

N
&

Vi
Q
Hy
Dy

Ay

Definition

newly infected on day ¢

early infections: not yet contagious
contagious and not in quarantine or hospitalized
confirmed positive and in quarantine at home
confirmed positive and hospitalized

dead

exits from ); as no longer contagious

exits from hospital, healed

exits from quarantine, healed

confirmed currently infected

new confirmed infected

Table 1: Sub-groups of &

Size

Ay

9328 PRESS

Increment

ng

AE;
AY;
AQy
AHt
ADt

Some remarks may be useful to put these definitions in perspective:

e Most of these groups are not documented in official statistics.

X

e The total inflow into X; at date ¢ is the group N; C &. Its size is 4" = ny.
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o Unfortunately, even the numbers of healed exits ¢7* and £2 (from hospital
or from home-quarantine) are not officially documented in Germany.2”
The exits from undetected outbreaks, E%’ , are of course unobservable.
Given the administrative cost of tracking the group Q; of confirmed pos-
itives in quarantine at home, I doubt whether such numbers are accurate
where provided in countries outside East Asia.

e Hence, even the number of confirmed currently infected cases (A4;) is not
observable. That’s very unfortunate, in particular as the number is some-
times publicly reported.?®

e The media report Z; = 22:0 ¢k, total confirmed infected cases until ¢.
I am not sure how useful this historical number is for modelling the dy-
namics (it is informative in general, of course), because the healed exits
22, 0% (% are not known.

For each sub-group G the net increment at date ¢ is the difference between
inflow 7? and outflow. If a group has several inflows then we let iV denote the
inflow from M into N. The flow accounting is as follows (where we suppress
the time indices):

o n=1i%

e AE=n—iY

o AY =¥ — YR Ve _ ¥
o AQ =¥ —9M (2

o AH =M 4" (" _AD

Here, the inflows i¥7 and i< are observable. I have not seen them reported
separately, but health authorities must have them.? Publicly available (and
widely reported) is*”

="+ (8)

Summing the above last 4 flow equations yields the total net flow equation
AE+AY + AQ+AH =n—AD — (2 — " ¥ (9)

27See the official website of the Robert-Koch Institut, at
https://www.rki.de/DE/Content /InfAZ /N /Neuartiges_ Coronavirus/Situationsberichte/2020-
03-25-en.pdf? __ blob=publicationFile.

The RKI has begun reporting estimates of recovered cases in early April, see
https://www.rki.de/DE/Content/InfAZ /N /Neuartiges_ Coronavirus/Situationsberichte/2020-
04-08-en.pdf?__ blob=publicationFile

There are many other estimates, and it is not clear how reliable they are for future scientific
work.

28F.g., on https://www.worldometers.info/coronavirus/#countries

29Hopefully - simply aggregating total hospital admissions will not be sufficient. One needs
days of first symptoms.

30Note that this number depends on the test intensity A and that it contains cases of different
cohorts.
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We have the following fundamental counting relations for total infections
(using (9)):

Xy = E+Yi+H +Q (10)
AX, = n —AD, —12 -1t — Y (11)

Hence, if (11) is positive, the number of infected increases (AX; > 0); if it
is negative it decreases. Unfortunately, except for AD;, none of these variables
is observed, either because of intrinsic difficulties or because the administrative
infrastructure and public planning have been insufficient.

4 Transmission Dynamics

Under the assumption that there are no nosocomial infections and people ob-
serve home-quarantine,®! new infections depend on the uncontrolled contagious
population ); and the transmission rate(s). As noted in the Introduction, at the
early stage of an epidemic, as currently in Europe and the US, in a stationary
model without intervention, transmission would simply occur according to

ng = BYi 1 (12)

where 8 = ﬁ — 7 > 0 is the net transmission rate, B the gross infection rate, 5
the gross removal rate (through recovery, isolation or death), and infectiousness
and removal occur homogenously across cohorts.

This model corresponds to the standard SIR model in epidemiology (see,
e.g., Allen (2017)) when the number of infectious cases (the I in SIR) is small
relative to the total population The naive transmission model is not well suited
for policy analyses for at least four reasons. First, transmission is stochastic.
Second, population size is affected directly by policy intervention, such as test-
ing and quarantining. Third, even if one assumes that the population mixes
homogeneously, transmission depends on the composition of )y, not just on
its total size, and fourth, at the individual level the transmission rate is not
constant over time.?? In particular, as discussed above, individuals are not con-
tagious immediately after the infection, but typically they are before the onset
of symptoms. For example, evidence from the Munich group of early German
infections by Woelfel, Corman, Guggemos et al. (2020) indicate that the viral
load in the throat decreases from the time of the outbreak on and that the virus
actively replicates in the throat until date 7°° + 5, but not much thereafter. The
Guandong study by He, Lau, Leung et al. (2020) confirm that the viral load

31This assumption can be relaxed in a fuller model. In fact, the proportion v of tested indi-
viduals who ignore the quarantine, is an important variable, partially policy (how is quarantine
enforced?), partially behavioral (how cooperative are people?).

32 An obvious further impediment for policy analysis is that the group of infectious but not
isolated cases (Jy—1) is unobservable.
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peaks before day T°, and that approx. 44% of all infections take place before
T° (the transmission probability is highly left-skewed).?3

Overall, it seems difficult to estimate transmission rates from population
data, because neither n; nor Y;, let alone its composition, are observable.
Even observations from natural experiments, such as the cruise ship Diamond
Princess, are difficult to interpret, as transmission onboard was massively inter-
rupted from the early days of the outbreak on because (i) all confirmed infected
cases were continuously evacuated and (ii) passengers (not crew members) were
quarantined (but not fully isolated).3*

Given these qualifications, let (k) denote the average daily transmission rate
per active person on day k > 0 after infection, which we assume to be constant
across (infection) cohorts.?> Tt is not clear whether the transmission rate is age-
specific. Ferguson et al. (2020) assume that it differs between asymptomatic
and symptomatic cases.3® This could easily be incorporated into this model by
distinguishing between 8% and 3™. From the discussion of the current empirical
evidence in Section 2, we quite certainly have (conservatively estimated) 5(0) =
B(1) =0 and B(k) =0 for k > 24.

Conceptually, n; is a random variable with a probability distribution f; |V;—1
on Ny. If we limit our attention to average new infections, the associated trans-
mission dynamics is governed by

t

Ene|Yia] = Bk) Nik N Ve (13)

k=1

where |Z| denotes the size (number of elements) of a set Z. (13) states that at
the end of day ¢t — 1, the expected number of new infections on day t is equal to
the sum over all previous days ¢t — k of the number of infections caused by the
members that were infected in ¢t — k and are still infectious and not hospitalized
or home-isolated at the end of day ¢ — 1. Note that (13) is a generalization
of (12) to the case where not only the size but also the composition of V;_q
matters. In fact, (13) describes an expectation of day ¢ conditional on the full

33The evidence on individual contagiousness as measured by viral loads is increasing. An
interesting observational study on 23 patients in Hong Kong is To, Tsang, Leung et al. (2020).
For more evidence, see https://www.cdc.gov/coronavirus/2019-ncov/hep/clinical-guidance-
management-patients.html#Asymptomatic and the studies cited there, and (as usual) the
Drosten Podcast (20, 24/3/2020).

34Gee Government of Japan, Ministry of Health, Labour and Welfare, at
https://www.niid.go.jp/niid/en/2019-ncov-e¢/9407-covid-dp-fe-01.html

35Potentially, there are two ingredients going into the construction of the transmission rate
of a cohort. First, the degree of individual infectiousness (i.e., the viral load spread per day)
has an individual distribution, with possibly differing supports across individuals as described
previously. B(k) describes this average infectiousness per cohort member over time (Ferguson
et al., 2020, assume i.i.d. Gamma distributions). Second, these intensities are weighted by
the numbers (frequencies) of infectious individuals of a given cohort, given by the p¢ and p™
introduced in Section 2. If the size of a single cohort is constant over time (as in the classic
SIR-like recursive infection models), both components can easily be combined into one total
transmission rate.

36The assumption being that symptomatic cases are 50 % more infectious than asymp-
tomatic ones. No source is given for this assumption.
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state of infections in ¢ — 1. In this sense (13) would in principle be useful for
daily forecasting, if the information about );_; were known in ¢ — 1 (which it
is not).

If we want to derive an ex ante law of motion similar to the naive model
(12), we must use the expected composition of };_;. Building on Fig. 2, for
each cohort N; the duration in ) is of different length for the different branches
of the event tree:

sub-group | path cond. probability at T, | end time
ye between T¢ and T° T°
yor a, then a/m 0,(1— 0pms) ™
yes a, then s 0,05 Ts
YT m, not tested, then m | (1 — A)0,,(1 — 0,,,5) ™
yms m, not tested, then s | (1 — A\)0,,0..5 T
ymT m, tested pY/ - T

Table 2: Sub-groups of )

By construction,
Y= U v
je{c,;am,as,mNT ,ms,mT}

Using the distributions of the evolution of single cohorts constructed in Sec-
tion 2, the transmission equation (13) becomes

En V1] = Bk w(k)n (14)

k=1

where the “cohort composition kernel" is given by

wk) = Pr(T°<k-1<T°) (15)

0o + (1 =N)0,](1 — 0ns) Pr(T° < k—1<TM) (16)
F0a+ (1 =X)0n)0ms Pr(T° < k—-1<T°) (17)
N0, Pr(T° < k—1<T7) (18)

Here the first term of the sum gives the fraction of the cohort that at the
end of day t — 1 is contagious without having developed symptoms yet (the
“pre-symptomatic transmitters"), the second term the fraction with no or mild
symptoms that have not been tested and that do not develop severe symptoms
(the “long-term stealth transmitters"), the third the fraction with no no or
mild symptoms that have not been tested and develop severe symptoms later
(the “short-term stealth transmitters"), and the fourth the fraction of mildly
symptomatic cases that are tested (and sent into home-quarantine once the test
result is available).
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Note that the w(k) do not sum to 1. They describe the weight of past histo-
ries of different cohorts in the current transmission activity; they are bounded
by 1 for each k£ and not more. They depend on the interaction of policy and
the different durations in (15)-(18). This latter fact is different from the basic
recursive model (12), in which the w(k) simply decrease exponentially, driven
by the uniform removal rate from the infectious population.

5 A Simple Calibration

To illustrate the dynamics derived above, this section presents a simple paramet-
ric calibration. The basic assumptions are in lign with the preliminary evidence
presented in Section 2 and so are the derived distributions, as far as this can be
judged from the limited empirical evidence. But the calibration is not optimized
and the example meant to be illustrative rather than descriptive.

In order to be able to use the simple composition rules (6) and (7) above,
assume that the distributions of subsequent events are independent of each
other. The building blocks of the model are therefore the distributions

e p° for the onset of infectiousness 7,

e 7° for the time 7° between T and the time of first symptoms 7

7™ for the time 7" between T° and the end of infectiousness on day 7"

e 7° for the time 7% between T° and the display of severe symptoms (result-
ing in hospitalization), if any

In order to simplify the exposition I assume that 7"* and 7° are governed by
the same distribution 7¢. Hence, there is one single day 7 on which patients
exit from the group ), either “healed", which means no longer contagious, or
with severe symptoms, which takes them to hospital.3”

Under this assumption, the cohort composition kernel w takes the following
simple form:

w(k) = piZy + Mmpily + (1= 05 — Mm)piy (19)
where
Time Group State
P =Pr(T°<k<T°) Y contagious, but still pre-symptomatic
pyr=Pr(T°<k<Tr) YmT tested after mild symptoms,

but without home-quarantine yet
pP¢ =Pr(T° <k <T°¢) all other in) no or mild symptoms, not tested,
and neither healed nor hospitalized yet

37The apparent similarity of the two distributions 7™ and 7* discussed in Section 2 has
given rise to the hypothesis that 7™ and 7% are actually driven by the same event (“up or
out").

COVID ECONOMICS
VETTED AND REAL-TIME PAPERS



Covid Economics 10, 27 April 2020: 24-43

9328 PRESS

38

Note that these probabilities do not sum to 1 because of double counting
and the group £ of early infections is missing.

Assumption 1: 7€ is distributed on k = 2, ..., 8, with probability mass function
pj, given by

Hence, contagiousness begins between day 2 and 8 after infection with most
of the mass on days 4 to 6.

Assumption 2: 7° is distributed on k = 0, 1, 2, with probability mass function

k: | 0O 2 |
m: ] 0.25]05[0.25 |

Hence, first symptoms appear on the day of the onset of contagiousness or
up to two days afterwards, with most of the mass on the next day.

Assumption 3: 7°¢ is distributed on k = 6, ..., 10, with probability mass func-
tion

k: |0]1]
e[ 0]0]

Hence, patients with initially no or mild symptoms either develop severe
symptoms or stop being infectious between day 6 to 10 after the outbreak with
a median at day 8.

23|45 6 | 7 | 8 | 9 | 10
00 [0[0[0125]025]025]025]0.125 |

By standard calculations using (6), the distribution of the length of the
incubation period 7 follows from Assumptions 1 and 2 and has the following
density (probability mass) function on {2,...,10}:

1] 2 | 3 | 4| 5 |6 7] 8 ] 9] 1w
0] 0.025 | 0.075 | 0.125 | 0.175 | 0.2 | 0.175 | 0.125 | 0.075 | 0.025 |
Table 3: The distribution of 7°, k =2, ..., 10

| o
0

Table 3 shows that in the example, 90 per cent of all outbreaks occur 4 - 8
days after infection.

Using Assumptions 1 and 2 and using (7), one can also calculate the first
term of the cohort composition kernel w in (19). The fraction of the cohort
that is contagious but not yet symptomatic on day k after the infection, pj® =
Pr(T¢ <k <T°), k>0, is given by

38Remember that T is an imputed value for completely asymptomatic cases.
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lofi| 2 | 3] 4 | 516 7 | 8] 9 |
[0]0]0.075]0.1]0175[0.2]02]0.125]0.1]0.025 |

Table 4: The cohort fraction Pr(T° <k <T1°), k=2,...,9

According to Table 4, in our example 90 per cent of all “pre-symptomatic
transmitters" are to be found 3 - 8 days after infection, with some left skewness.

For the fraction of the cohort that has experienced mild symptoms, is being
tested but not yet in home-isolation on day k after the infection, we assume that
it takes 3 days until the positive test result has been established and resulted
in home quarantine. Hence, the delay 7" has a point distribution with mass
nh =1and 7, =0 for all k # 3.9 Using (7), the fraction of the cohort between
T° and T" on day k is therefore given by

oj1] 2 [ 3] 4 | 5 | 6] 7 [8] 9 | 10 |11] 12 |
[0]0]0.025]01]0.225]0.375 05055050375 | 0.225 | 0.1 | 0.025 |

Table 5: The cohort fraction Pr(7T° <k <T"), k=2,...,12

The distribution of values is symmetric,? just as that of 7°, and peaks one
day after that of 7°.

Finally, the fraction of the cohort that has experienced no or mild symptoms,
has not been tested, is infectious, but not in hospital on day k after the infection
(the “stealth transmitters"), Pr(7° < k < T°), has the following size

0]1] 2 | 3] 4 |5]6 7 8 9
0]0]0.025]01]0225[04]06]0.775 | 0.897 | 0.956
| 1 |
|

10 | 12 | 13 | 14 15 16 17 18 19 |
0.941 | 0.863 | 0.741 | 0.584 | 0.416 | 0.259 | 0.138 | 0.056 | 0.019 | 0.003 |

Table 6: The cohort fraction Pr(T° < k <T°), k=2,...,19

According to Table 6, if not tested and isolated, between days 6 and 13 after
infection these stealth transmitters constitute the vast majority of each cohort
(approx. 60% or more).

To illustrate the impact of the composition of Y;_1 on En; given by (14) in
our example, let us assume that the average individual transmission rate (k)
is constant over the course of the infection, just as in the basic SIR model. As

39 As noted in Section 3, this delay has unfortunately been relatively long for too long. In
particular in the very early days of the disease, in March, when (at least in Germany) testing
capacity was overwhelmed, practices not yet established, and patients not used to preventive
self-quarantine, 77 = 3 may be an underestination.

40This is not a probability distribution.
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discussed in Section 4 (in particular footnote 33), this is quite certainly not
correct, but it helps to make the point.
Consider the following baseline scenario:

0, = 0.01, 0,, =0.7,
A=0.2

In this scenario, 70 per cent of all infected cases develop mild symptoms at
the time of the (potentially unobserved) outbreak, 29 per cent are asymptomatic,
and 20 per cent of all mild cases are tested. Given the lack of data on the
evolution of };_1, it is difficult to translate these percentages into observables,
but at least the values of 8, and 6, are consistent with what we seem to know
from the natural experiments discussed above. The time structure of the cohort
composition kernel w for this scenario is given by the orange bars in Figure
3. Almost 80 per cent of the total mass lies between days 6 and 13. after
infection, less than 10 per cent between days 1 and 5. Hence, policies affecting
new infections will show very little effect in the first 5 days, and one will have
to wait for almost 2 weeks to see most of the impact. This is very different from
the case of exponential growth in which most of the mass is concentrated on the
early days.

Structure of w(k) under three scenarios

This picture changes little for the alternative scenario 1, where we assume
that the fraction of asymptomatic cases among the infected is much larger:

0, = 0.1, 0,, =04,
A =02
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The composition of w for this scenario is given by the blue bars in Figure
3. The mass of active transmitters increases slightly overall, with most of the
increase between days 8 and 15. This is mainly due to the fact that testing
occurs only for the mildly symptomatic, whose the number is now lower. The
finding that the two scenarios differ only little is interesting because the fraction
of aymptomatic patients, 0, is difficult to estimate and not yet well understood.

Alternative scenario 2 describes a policy experiment, by assuming that the
test frequency is drastically increased compared to the baseline:

0, = 0.01, 0, =0.7,
=06

Not surprisingly, the result, given by the grey bars in Figure 3, shows a
strong decrease of new infections, which occurs mostly between 8 and 17 days
after the change. More importantly, the analytical expression for the cohort
composition kernel w in (19) makes it possible to quantify this effect. This is
important because the gain in lives and treatment costs brought about by the
mitigation of the transmission activity can now be compared to the considerable
costs of expanding the testing capacity.

In a next step, the improved transmission dynamic (14) can be integrated in
dynamic economic models. We need better data and a more granular model to
do these estimates reliably, but first simulations already suggest that the cohort
composition kernel reacts non-trivially to economic policy.

6 Conclusions

We currently know far too little about the epidemic. While the empirical ev-
idence on small samples of patients or from unplanned natural experiments is
rising rapidly, aggregate data are very problematic. Hardly any of the basic
numbers in the fundamental counting relation (10) is known. The model of this
paper is one step in understanding and using the available data better. Better
data can be obtained from large-scale public testing, but will also require the
intelligent use of selective random tests. To organize and interpret such data
collection, it is important to understand the underlying structure of the popu-
lation and its dynamics. The research described in this paper may help on both
these fronts: understanding the available data and organizing the collection of
new data.

Testing is important, but the question is what testing. In the early stage of
an epidemic, mass testing is likely to be very expensive and relatively uninfor-
mative, since outbreaks are random and so are observed clusters. But controlled
mass testing of specific populations can be very useful to identify key theoretical
parameters, such as the 6, in the above model. As the model has shown, such
tests must control carefully for the timing of interventions, for example to be
able to distinguish asymptomatic cases from pre-symptomatic ones. Given the

COVID ECONOMICS
VETTED AND REAL-TIME PAPERS



Covid Economics 10, 27 April 2020: 24-43

9328 PRESS

42

great uncertainty and the different needs and views with respect to policy, it is
now the time for controlled experiments.
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As a response to the COVID-19 pandemic, governments globally closed
down major parts of their economies potentially plunging a vast
magjority of their firms into a liguidity crisis. Using a novel dataset
of daily credit line drawdowns at the firm-loan-level, we study in a
descriptive exercise the resulting “dash for cash” among firms and
how the stock market priced firms differentially based on liquidity.
In particular, we show that the U.S. stock market rewarded firms with
access to liquidity through either cash or committed lines of credit
Jrom banks. AAA-A-rated firms, i.e., high-quality investment-grade
Sirms, issued bonds in public capital markets, particularly after the
Federal Reserve Bank initiated its corporate bond buying program.
In contrast, bond issuances of BBB-rated firms, i.e., the lowest-rated
investment-grade firms, remained mostly flat; instead, these firms
rushed to convert their credit line commitments from banks into
cash accounting for about half of all the credit line drawdowns. We
document that consistent with the risk of becoming a fallen angel, this
“dash for cash” has been driven by the lowest-quality BBB-rated firms.
The risk of such precautionary drawdowns of credit lines remains an
important consideration for stress-test based assessments of banking
sector capital adequacy.

1 CJV. Starr Professor of Economics, New York University Stern School of Business.
2 Professor of Finance, Frankfurt School of Finance & Management.

COVID ECONOMICS
VETTED AND REAL-TIME PAPERS



Covid Economics 10, 27 April 2020: 44-61

9328 PRESS

45

Introduction

The COVID-19 pandemic had an immediate impact on the global economy as governments
have undertaken drastic lockdown steps to contain the spread of the virus. The resulting
economic standstill has affected the corporate sector adversely, as firms’ cash flows in the
near term are anticipated to drop as much as 100%, while other fixed costs (including paying
workers, rents and servicing debt) — operating and financial leverage — remain sticky. In
particular, firms in industries such as retail, hotel and travel have experienced an immediate
drop in cash flows and thus have an unusual high demand for liquidity during the economic
shutdown. However, other firms also appear to be scrambling for liquidity because of the high
uncertainty as to when and how much economic activity might recover.

Faced with this liquidity stress, firms that have secured access to different sources of liquidity
before the crisis should on average have an advantage over firms lacking in such access. To
investigate this issue empirically, we first study whether the U.S. stock markets differentially
rewarded firms with access to liquidity. Then, we analyze which firms have been able to raise
liquidity through outside funding sources (e.g., the bond market) and which firms decided to
convert committed credit lines from banks into cash using a novel dataset of daily credit line
drawdowns at the firm-loan-level. How did the initial interventions from the Federal Reserve
Bank and the U.S. Treasury affect the possible “dash for cash”??

Importantly, over the last decade, the outstanding debt of particularly low investment-grade
firms, i.e. BBB-rated firms, has quadrupled, and a case has been made that a large percentage
of these firms might actually be of worse quality — similar to non-investment grade or “junk”
firms (Altman, 2020). Do these lowest-quality investment-grade firms, in an attempt to avoid
the “cliff risk” of a possible downgrade to junk grade status and the associated acceleration of
borrowing costs, increase their cash holdings by drawing down their credit lines? Finally, we
draw capital and liquidity implications of this cliff risk for exposed banks, focusing on the
energy sector that has been adversely impacted by oil price crash during the pandemic.

Are firms rewarded for having more access to liquidity?

We first investigate whether firms benefit from access to liquidity during the COVID-19
crisis using stock market data. If the access to (committed) sources of liquidity helps firms
weather better the unexpected shock of the crisis, then stock prices should reflect this and the
stock price performance should be better of those firms that have secured ex-ante access to
liquidity. We collect data for all publicly listed firms in the U.S. as of Q4: 2019 from the
Capital IQ database, drop those with total assets below USD 100 million, and keep all firms
that we can match to CRSP/Compustat.

Firms have access to liquidity through two main sources (without issuing new bonds, loans or
commercial paper in the spot market):

o Unused Credit Lines: The sum of undrawn revolvers, undrawn credit lines as backup
for commercial paper, and undrawn term loans.
e Cash and Short-Term Investments: The sum of cash and short-term investments.

3 Platt et al. used this term recently in their article in the Financial Times (‘“Dash for cash: companies draw
$124bn from credit lines’) on March 25, 2020.
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Hence, we construct a comprehensive measure of firm liquidity as:

Unused credit lines + cash and short term investments — short term debt

Liquidity =
tquiaity Total assets

where Short-term debt is the current portion of debt. Using a median split based on Liguidity,
we classify firms as having high or low access to liquidity. We create a stock index for each
subsample of firms indexed at Jan 2, 2020 using their (market-value weighted) average stock
returns and plot the stock price development for both types of firms in panel A of Figure 1.
We also calculate the difference of the two indices, i.e., low liquidity minus high liquidity
indices, and plot the difference in panel B of Figure 1.

Panel A. Stocks of firms with low vs. high liquidity

Panel B. Stock price difference

Figure 1. Stock price performance of firm with high / low access to liquidity for the period 1 Jan 2020 — 9 April
2020
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The stock price performance suggests that firms have been rewarded in the stock market
during the recent stress episode for having access to liquidity through cash holdings and
unused credit lines. While stock prices naturally decline on average across all firms, the
market value of firms with more liquidity drops significantly less so, particularly when the
COVID crisis accelerated and lockdowns had to be put in place in mid-March 2020.

How do firms raise liquidity during the COVID-19 crisis?
Evidence from credit lines usage

Having documented that lack of ex-ante access to liquidity has led to adverse stock market
reaction for firms, we next use micro-level data to examine how this ex-ante risk might
manifest during the COVID-19 crisis: Is there a dash for cash? If yes, how to firms raise cash?
Do they draw down credit lines and/or issue bonds? And, are accelerated credit line
drawdowns reflected in banks’ stock prices?

We combine several data sources that provide timely data to investigate these questions.
S&P’s Loan Commentary and Data (LCD) provides a novel dataset including daily updates
on credit line drawdowns based on public company filings. LCD provide the drawn amount,
the company rating, and the date as well as the agent bank on the original loan contract. In
addition to undrawn credit line exposures at the end of 2019, Capital IQ also provides us the
Altman Z’Score (referred henceforth simply as Z-score) as a measure of ex-ante credit risk of
firms as well as other firm balance-sheet measures.* We obtain bond issuance data from
Dealogic.

Figure 2 shows the total cumulative drawdowns of credit lines since March 1, 2020. Panel A
of Figure 2 shows the cumulative dollar amount of drawdowns and the panel B the
cumulative drawdown percentage of the total credit line limit of those firms that have
undertaken drawdowns during the period March 1, 2020 to April 9,2020. As the figures
reveal, credit line usage accelerated rather early during this stress period and became
somewhat flat by the end of March 2020. Total drawdowns up to April 9, 2020 accumulate to
more than USD 225 billion and close to 70% of the originally available credit line
commitments.

4 The Z’Score is calculated as described in Altman (1986).



Covid Economics 10, 27 April 2020: 44-61

9328 PRESS

48

Panel A. Cumulative drawdowns (in USD bn)

Panel B. Drawdowns as % of credit limit

Figure 2. Cumulative drawdowns and drawdown percentage rate for the period 1 March 2020 — 9 April 2020

Figure 3 shows cumulative drawdowns of credit lines since March 1, 2020 for different rating
classes, AAA-A (the high-quality investment grade), BBB (the lowest-quality investment
grade), non-investment grade (NonlG) und unrated (NR) firms. The first companies to utilize
their credit lines were NonlG and not-rated firms, which is reasonable given that these firms
are likely to have had difficulties accessing other forms of credit once the crisis started. While
the credit line usage of AAA-A rated and unrated firms is flat and does not exceed USD 20bn,
NonlG and particularly BBB-rated firms have drawn down their credit lines at an accelerating
rate.
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Figure 3. Cumulative drawdowns by rating class for the period 1 March 2020 — 9 April2 2020

Figure 4 shows daily drawdown intensities (i.e., daily borrowing amounts relative to a firm’s
credit line limit on this day). Panel A of Figure 4 shows percentage drawdowns for the full
sample of firms, panel B for each rating category. The full sample figure shows a significant
decline in drawdown intensity, a result that extends broadly to all rating categories. That is, at
the beginning of the crisis, arguably when uncertainty was at its peak, we observe a “run” on
bank credit lines with firms almost fully using their credit lines. At the end of our sample
period, daily credit line drawdowns are lower but still about 50% of the credit limit
(conditional on firms borrowing).

Panel A. Daily drawdowns (all firms)
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Panel B. Daily drawdowns (by rating category)

Figure 4. Daily percentage drawdowns by rating class for the period 1 March 2020 — 9 April2 2020

How do these drawdowns compare to previous recession periods? In Acharya and Steffen
(2020), we outline stress scenarios for banks with respect to expected credit line drawdowns.
In one scenario, we use the end of 2008 (global financial crisis, GFC henceforth) drawdown
rate, immediately after the failure of Lehman Brothers in September 2008. We use the GFC
stress-scenario drawdown rates (which are based on end-of-2008 realized drawdowns) for
different rating classes to calculate an expected volume of credit line drawdowns. We then
compare this estimate to the actual US dollar amount of credit line drawdowns since the
beginning of March 2020. Table 1 shows this comparison expressed in million USD.

Expected Actual
Un'use'd Drawdown Rate Expected Actual Difference  Drawdown
Credit Lines Drawdowns Drawdowns
(2008) Rate
AAA-A 322,183 17.00% 54,771 19,372 -35,399 6.01%
BBB 449,817 23.80% 107,056 103,616 -3,441 23.04%
Non-IG 309,163 28.50% 88,111 82,345 -5,767 26.63%
Not Rated 162,725 39.20% 63,788 20,006 -43,783 12.29%
Total 1,243,888 313,727 225,338 -88,389

Table 1: Expected versus actual drawdowns (in USD mn).

As we observed earlier in Figure 2, U.S. firms have drawn down USD 225bn from
outstanding credit lines between March 1 and April 9. Out of this aggregate amount, the lion’s
share of USD185bn (i.e., more than 80%) was drown by BBB and NonlG-rated firms.
Interestingly, and comparing COVID-19 drawdowns to those observed during the GFC, we
find that the credit line usage of BBB (about 23%) and Non-IG (about 27%) rated firms is
similar to the GFC. However, and in contrast, AAA-A rated and unrated firms draw down
much less, only about one-third of what we would have expected based on pervious crisis
episodes.’ In other words, banks’ loan portfolios have expanded by USD 185bn in borderline
investment-grade and non-investment-grade debt since the beginning of March 2020.

5 AAA-A rated firms might use other forms of credit (e.g., bond issuances) to raise cash. Unrated firms,
however, have limited external finance options. Either they have sufficient cash on balance sheet to decide not to
use their liquidity insurance, or they raise cash through loan issuances in the loan market, or they rely on trade
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To get a better understanding of the risks associated with the credit line usage, we use the Z-
Score as a firm-specific measure of credit risk that allows us to compare the risk of default of
firms within and across rating classes when they draw down credit lines. In other words, we
want to study the relation between firm-specific credit-line usage and firm-specific default
risk across rating categories on a specific day and over time within a rating class.

Figure 5 plots for each rating group on a given day the average across firms of credit-line
drawdown intensities (left-hand scale) together with their Z-Score (right-hand scale).®
Somewhat surprisingly, unrated firms appear to be less risky than both BBB- and NonIG-
rated firms. In all rating categories, firms that drew down credit lines early had lower Z-
Scores, i.e., higher default risk. The average quality of borrowers improves over time,
possibly because the riskiest firms have already used their outstanding credit lines.
Importantly, those firms that continue to use their credit lines towards the end of the sample
period, appear to be, on average, riskier, when high-quality firms might have been able to
issue bonds in public capital markets, an issue we investigate next.

Figure 5. Drawdowns and borrower risk by rating class for the period 1 March 2020 — 9 April2 2020

Who issues bonds?

An alternative way for firms with a credit rating to raise cash is to access the bond market.
We obtain corporate bond issuance data for U.S. firms from Dealogic and plot in Figure 6 the
cumulative bond issuance volume (solid line, left-hand axis) and each day’s average yield to
maturity of newly issued bonds (dotted line, right-hand axis) since January 1%, 2020 for the
full sample in panel A and for different rating classes in panel B (note that all bond issuers are
rated, i.e., there is no “unrated” category).

credit. This remains an open area for further inquiry. As such, working-capital related loan issuances have been
muted since March 2020.

¢ We use a smoothing function to plot the Z-Score estimates. As only few AAA-A rated firms draw down their
credit lines, we cannot compute these estimates for the AAA-A rating category.
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In total, U.S. non-financial firms issued about USD 150bn until mid-February. From then,
issuance volume was muted until mid-March as spreads in the investment-grade and high-
yield market were elevated. Since mid-March, however, issuance volume increased within
from USD 180bn to close to USD 400bn.”

The data suggest that NonlG-rated or “junk” firms have lost access to public debt market
since the beginning of March 2020; between March 4 and March 30, there has been no single
NonlG bond issue. Cumulative bond issuance volume of BBB-rated firms was flat from
middle of February until the end of March 2020, i.e., they hardly issued any new bonds during
this time period. The surge in bond issuances that started after March 15, 2020 was driven
almost exclusively by AAA-A rated firms. Evidently, firms that issued bonds during the
COVID-crisis could only do so at substantially higher yields compared to the period before
middle of February (as the dotted line suggests).

Panel A. Full Sample

Panel B. Bond issuances by rating class

Figure 6. Cumulative bond issuances by U.S. non-financial firms for the period 1 March 2020 — 9 April2 2020

7 We exclude the bond issuance of about USD 20bn on April 2, 2020 by T-Mobile to finance the Sprint merger.
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To reconcile the evidence from the loan and the bond market, observe that AAA-A rated
firms do not need to utilize their liquidity insurance as they can access public bond markets.
Only few (likely high-quality) BBB-rated firms issued public bonds until end of March 2020
consistent with the surge in credit line usage over this period. It appears that NonlG-rated
firms have not been able to access public capital markets and therefore had to draw down
their credit lines. Similarly, unrated firms cannot access bond markets and need to rely on
bank finance. This is consistent with the evidence we showed in Figures 3 and 4 that both
NonlG-rated and unrated groups of firms used their credit lines early on in the crisis.

The impact of the U.S. fiscal and monetary policy measures on corporate debt market

To address the unfolding crisis in the economy and associated stress in the financial markets,
the Federal Reserve Bank (Fed) and the U.S. Treasury reacted introducing a series of
measures.

The Fed introduced a set of measures to address the economic fallout from the Corona virus.
After having reduced the fed fund rate close to zero and reinstating its Treasury and agency
MBS quantitative easing program, the Fed introduced a series of programs, among those: I
announced the Commercial Paper Funding Facility (CPFF), the Primary Dealer Credit
Facility (PDCF) and the Money Market Mutual Fund Facility (MMFF) on March 15. On
March 17, it announced a USD 5tn repurchase program. The Fed introduced two facilities to
support credit to large firms, the Primary Market Corporate Credit Facility (PMCCF) and the
Secondary Market Corporate Credit Facility (SMCCF), through which the Fed can purchase
investment-grade rated corporate bonds. This program was announced on March 23. On
March 25, the Senate voted for a USD 2tn fiscal package (that was approved by the House on
March 27).

While the Fed targeted short-term funding markets with its earlier initiatives, the corporate
bond buying program that was announced on March 23, 2020 likely affects long-term
corporate funding options. This should be particularly valuable for BBB and NonlG-rated
firms that have — up to this point — been constrained to borrow in public capital markets as
documented above. To assess this empirically, we study the effect of the announcement of the
corporate bond buying program on stock and loan market returns. A lacking access to
liquidity was an important driver of firms’ stock price decline at the beginning of the stress
period, alleviating funding problems might help reversing this trend. Moreover, the secondary
loan market is an important indicator for funding stress in corporate debt markets (Saunders et
al., 2020).8

8 To investigate loan market returns, we use an index of about 1,500 loans issued by U.S. non-financial firms
that are traded in the secondary loan market with a market value of about USD 1.5 trillion as of 2 Jan 2020.
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Figure 7. Total stock and loan market return vs. credit line drawdowns

We plot stock and loan market returns in Figure 7. Also loan market returns fell about 20%
since the beginning of January 2020 indicating the lack of supply of credit to firms. Both
stocks and loans increased significantly after the announcement of the corporate bond buying
program on 23 March 2020. Stock (loan) market returns increased by about 10pp (5pp) after
the announcement suggesting that the program might have to some degree reduced liquidity
problems for U.S. non-financial firms.

When we add the cumulative credit line drawdowns since the beginning of March 2020 to the
figure, we observe that — if anything — credit line drawdowns even accelerated after the
announcement of the bond buying program. This is puzzling as — in contrast to an increase in
stock and loan returns — this implies that funding problems of some firms persisted even after
the Fed’s announcements to buy investment-grade-rated corporate bonds.

Investigating corporate bond issuances around this announcement might help us understand
this. Figure 8 focuses on the 13 March 2020 to 30 March 2020 to investigate the effects of the
announcement of the corporate bond buying program on bond issuances of U.S. non-financial
firms, overall as well as by rating category. It seems that the impact on corporate debt markets
is asymmetric. While NonlG firms are still not able to borrow in public bond markets, only
AAA-A rated firms benefit from the Fed interventions in the corporate sector with a surge in
issuance volumes from USD 40bn to USD 80bn within a few days. The dollar volume of
cumulative bond issues of BBB-rated firms is muted relative to AAA-A rated firms and
amounts to about USD 10bn in the same period. About 75% of all bonds during this period
have been issued by AAA-A-rated forms. In other words, most of BBB-rated firms, therefore,
continued to rely on banks, which is consistent with an additional demand for loans and
drawdown of committed credit lines in the corporate loan market.
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Figure 8. Cumulative bond issuances by U.S. non-financial firms for the period 13 March 2020 — 30 March 2020

“Cliff risk” of BBB-rated firms and the dash for cash

Since the 2008 to 2009 global financial crisis, the volume of BBB-rated debt has more than
quadrupled.” Within this rating class, credit geared towards riskier customers with high
leverage, raising concerns as to whether its rating meaningfully reflect the risk of the
company and about possible future downgrades to non-investment grade status. Altman
(2020) estimates that about 34 % of BBB-rated firms can be classified as NonlG firms based
on their Z-Score.

Rating agencies usually hesitate to downgrade a firm into non-investment-grade territory as
such a downgrade might have severe consequences. E.g. many institutional investors are
limited to holding investment-grade-rated debt and would be forced to sell. Moreover, the
initial corporate bond buying program announced on 23 March 2020 included only the
purchases of investment-grade corporate debt. Also, borrowing costs in the loan market might
increase in addition to higher collateral requirements or an increase in covenant strictness.
Taken together, BBB-rated firms likely face a steep a reduction in the access to credit and a
steep increase in their funding costs after a downgrade.

A deep and prolonged recession because of the economic lockdown might result in the
downgrade of some these BBB-rated firms and stock market prices might already reflect the
risk of being a “fallen angel”. In Figure 9, we plot the stock price of U.S. non-financial firms
by rating class. AAA-A rated companies perform much better compared to lower-rated firms.
These firms have healthier balance sheets and better access to credit markets in case of
liquidity needs (as shown also above). Interestingly, BBB and NonlG-rated firms perform
very similar as markets appear to be worried about the sustainability of the leverage of BBB-
rated firms.

° During the 2015 to 2019 period alone, U.S. firms issued about USD 4.5 trillion in corporate bonds. BBB-rated
firms alone issued USD 1.4 trillion, i.e., about 31% of the overall corporate bond volume:
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Figure 9. Stock price performance by rating class

We test this more formally and investigate the stock price performance of firms at the
investment-grade boundary, i.e., we compare BBB to BB-rated firms. We use the Z-Score as a
continuous measure to match firms from both rating classes that have very similar Z-Scores
(and therefore similar default risk) but one firm is investment-grade and the other firm is non-
investment grade rated. We then simply compare their cumulative stock returns during the
March 1, 2020 — March 23, 2020 period.

Treated Controls
Sample BBB BB Difference S.E. T-stat
Stock return Unmatched -0.49 -0.612 0.13 0.032 3.79
Matched Sample
(Z-Score) -0.49 -0.54 0.05 0.047 1.11

Table 2: Matched sample of BBB and BB-rated firms

Note: The results are based on a propensity score matched sample. We calculate the propensity score using a
logit model where the dependent variable is an indicator that is one if the firm has a BBB-rating and zero if it has
a BB-rating. The regressor is the Z-Score.

Simply comparing all firms from both rating classes (without matching) shows that BB-rated
firms perform worse. The average stock price drops about 61% during this period compared
with a 49% drop of BBB-rated firms. However, comparing the return of those firms with
similar Z-Score shows that the stock performance of both group firms is not significantly
different from each other. The average stock market decline of the matched control (i.e., BB-
rated) firms is about 54% and thus similar to the performance of BBB-rated firms.

That is, the stock market performance suggests that BBB-rated firms are probably of worse
quality than their credit rating suggests. These firms, therefore, might face a downgrade if the
crisis deepens. It is thus an interesting question to ask whether they increase borrowing by
drawing down their credit lines to avoid a downgrade and the associated steep increase in
borrowing costs if a downgrade materializes.

We analyze the cross-section of credit lines drawdowns during the March 1 to March 23,
2020 period and ask whether firms that are more likely to be downgraded to a NonlG
category use their credit lines more compared to other firms. For each firm, we construct a
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measure of total drawdowns as the natural logarithm of total drawdowns during this period
(Log(Total Drawdown)). This is our dependent variable.

Our explanatory variables include indicator variables for each rating class and their
interaction with two different (continuous) measures of credit quality, (1) the Z-Score and (2)
the Debt/EBITDA ratio. BBB-rated firms with a higher (lower) Z-Score (Debt/EBITDA ratio)
have lower default risk. We include them individually in models shown in columns (1) and
(2) of Table 3. In column (1), we add the Z-Score as control variables in addition to industry
fixed effects. We do not add other balance sheet characteristics as the Z-Score is constructed
from these measures. In column (2), we use firm characteristics that might affect drawdown
behavior such as Log(A4ssets), Debt/EBITDA, return on assets (ROA) and Liquidity (as defined
above) in addition to industry fixed effects.

As expected, using the full sample of firms, those BBB-rated firms that have a higher
likelihood to be downgraded — as measured by a lower Z-Score or a higher Debt/EBITDA
ratio — use their credit lines more compared to safer firms. Our results in column (2) also
show that lower quality NonlG-rated firms draw down more consistent with our earlier result
that also absolute drawdowns of NonlIG firms were similar to those of BBB-rated firms. The
coefficients of BBB and NonlG-rated firms interacted with their Debt/EBITDA ratio are not
significantly different.

We then perform a matched sample exercise and focus exclusively on BBB and BB-rated
firms. We match these firms in two different ways using (1) Altman’s Z-Score and (2) using a
set of firm characteristics (Log(Assets), Debt/EBITDA, return on assets (ROA) and Liquidity
in addition to industry fixed effects). That is, we focus on a set of firms that are most similar
in terms of their characteristics (such as default risk) and only differ as one firm is
investment-grade rated and the other firm is non-investment-grade rated.

The results are reported in columns (3) to (6) and we always compare differences in credit
line drawdowns in the matched sample to the unmatched sample. Consistent with a “dash for
cash” of firms that are at risk of being a fallen angel, we find that BBB-rated firms draw down
significantly more than comparable, BB-rated firms.

Using the matched sample based on different balance sheet characteristics is likely the most
conservative approach and produces economically somewhat smaller results, which are still
statistically highly significant. The coefficient suggests that matched BBB-rated firms draw
down, on average, about USD 2.66 billion more from their credit line compared to similar
BB-rated firms during our sample period.
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Log (Total Drawdowns)
Full Sample Cliff (BBB vs BB rated firms)
PS-Matched PS-Matched
Unmatched (Z-Score) Unmatched (Controls)
@ 2 3 “ ()] (O]
AAA-A x Z-Score -0.2655
(-25)
BBB x Z-Score -0.5701
(-3.06)
NonlG x Z-Score 0.0385
(79)
AAA-A x Debt/EBITDA -0.207
(31
BBB x Debt/EBITDA 0.023 |
3.8) |
NonIG x Debt/EBITDA 0.051
(1.72)
AAA-A 3.007 0.068
(.5) (.07)
BBB 3.044 0.258 1.174 1.392 1.193 0.9768
(5.55) (1.61) (4.51) 3.31) (4.85) (2.12)
NonIG -1.416 -0.156
(-4.78) (.85)
Log(Assets),
Controls Debt/EBTIDA, ROA,
Liquidity
Industry FE Yes Yes Yes Yes Yes Yes
N 129 139 59 59 63 63
R? 48.62% 83.51% 26.33% 27.83%
Treated 27 29
Control 32 34

Table 3: Cliff risk and credit line drawdowns

Note: The results in columns (4) and (6) are based on a propensity score matched sample. We calculate the
propensity score using logit models where the dependent variable is an indicator that is one if the firm has a
BBB-rating and zero if it has a BB-rating. The regressor is the Z-Score for the Z-Score matched sample (column
(4)) and the set of controls used in column (2), i.e., Log(Assets), Debt/EBITDA, ROA, Liquidity, for the control
matched sample analysis shown in column (6). We also include industry fixed effects in both logit models. T-
statistics are in parentheses.

Not all fallen angels are the same

Some firms have already been downgraded to non-investment-grade by credit rating agencies
at the end of March 2020 (so-called “fallen angels™). Based on our earlier analysis of the
stock price response of BBB vs. BB-rated firms, we would expect to observe a significantly
worse performance of fallen angels relative to other BBB-rated firms during our sample
period. Figure 10 compares the stock market performance of these fallen angels with other
BBB-rated firms since January 1, 2020.!° Consistent with our previous discussion, fallen
angels perform significantly worse, particularly since the begin of the COVID-19 crisis,
where stock prices dropped by about 40% relative to their 1 January 2020 values and did not
recover.

10 The fallen angels that are stock exchange listed and thus included in our dataset are Apache Corporation
(APA), Continental Resources (CLR), Delta Airlines (DAL), Ford (F), Macy’s (M), Occidental Petroleum
(OXY) and Patterson Energy (PTEN).
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Figure 10. Stock prices: Fallen Angels vs. BBB-rated firms

In a final step, we focus on the 6 publicly listed fallen angels in our sample and investigate
their stock market performance before they were downgraded. We plot their stock prices since
1 January 2020 in Figure 11. We observe that firms from the oil & gas industry experience a
sharp drop in their share price on March 9, 2020, when the oil price dropped by more than
20% on a single day. In an environment, in which global demand for oil was already weak —
also as a consequence of the COVID-19 pandemic — both Saudi Arabia and Russia, the two
world’s largest oil producers, decided to increase their oil output considerably when both
countries could not enter into an agreement with OPEC on possible production cuts. The
share price of the other firms declined more gradually by about 50% before they were
eventually downgraded.'!

The downgrade to the status of a non-investment-grade rated company does not only have an
impact on the firms themselves but also on the banks that provide loans to these firms (in the
form of both credit lines and term loans). The fallen angels from the oil & gas sector alone
have an outstanding loan volume of more than USD 34 billion, out of which about USD 15
billion is held by US banks alone (see Table 4).

! Interestingly, the fallen angels from the energy sector (in contrast to the firms from the other sectors) did not
draw down their credit line before they were downgraded. A possible reason might be a contractual mechanism
specific to loans issued by firm in the energy sector. So-called “borrowing base” conditions require banks to
regularly assess the present value of future cash flows of these firms. If the present value falls too much, lenders
can reduce the committed credit line. If borrowers have already used their credit line beyond this point, lenders
can either demand repayment or request additional collateral.
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Figure 11. Stock prices of fallen angels

For some banks, this exposure alone is substantial relative to their Tier 1 capital. In other
words, the increasing speed of credit line drawdowns, particularly of riskier firms, that we
have observed since beginning of March 2020, also impacts the balance sheet of lenders with
likely spillovers into the real economy.

Exposure Fallen

Bank Angel % of Tier 1
PNC Bank 2,663 7.34%
US Bancorp 2,838 6.80%
Comerica Inc 288 4.16%
Zions Bancorp 176 2.81%
Citi 2,920 1.87%
Truist Financial 721 1.77%
BofA 2,809 1.49%
Wells Fargo & Co 1,547 0.97%
JP Morgan 1,184 0.55%
Total 15,147 3.08%

Table 4: US banks’ exposure to fallen (energy) angels

Conclusion

The lockdown as a response to the COVID-19 pandemic caused a high demand for liquidity
for firms affected by the crisis. Using a novel dataset of daily credit line drawdowns at the
firm-loan-level, we provide evidence consistent a “cash for cash” of BBB-rated firms,
particularly those that might be more similar in terms of credit quality to non-investment-
grade rated firms. The announcement of an investment-grade corporate bond buying program
by the Federal Reserve did not alleviate this cliff risk of being downgraded and these firms
continue to convert committed credit lines into cash.

This “dash for cash” also impacts the balance sheets of banks when commitments turn into
loans as banks have to fund these exposures with equity. Worse, banks usually hold additional
term loan exposure to the same firms, i.e., they accumulate a concentrated exposure to firms
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at the risk of being downgraded. Even though banks are better capitalized compared to 2007
and before the global financial crisis, the accelerated drawdowns of credit lines and provision
for possible future credit losses for on-balance sheet exposures might bring them closer to the
regulatory minimum capital requirement, which not only endangers their financial stability
but can constrain future intermediation with likely spillovers into the real economy.!?

Regulators should therefore insist that banks do everything possible to conserve capital.
Requiring them to withhold dividend payments or stop repurchasing shares can only be the
minimum response at the beginning of a crisis, which the International Monetary Fund
describes as possibly the “worst economic downturn since the Great Depression” and an
unprecedented challenge for the global economy. In an Op-Ed in the Financial Times, the
president of the Federal Reserve Bank of Minneapolis, Neel Kashkari, recently requested that
banks raise USD 200bn now, which compares to the amount raised privately by the U.S.
banks following the stress tests of 2009. As it seems within reasonable chance that this crisis
will eventually dwarf what we observed in the 2008 to 2009 global financial crisis, it might be
desirable to have an immediate regulatory prescription to banks to raise an even larger amount
to build resilience in their balance-sheets and lend well to the real economy in the phase of
€conomic recovery.

References

Acharya, V. and N. Mora, 2015, A Crisis of Banks as Liquidity Providers, Journal of
Finance, 70(1), 1-44.

Acharya, V. and S. Steffen, 2020, “Stress tests’ for banks as liquidity insurers in a time of
COVID,VoxEU.org

Altman, E., 1986, Financial Ratios, Discriminant Analysis and the Prediction of Corporate
Bankruptcy, Journal of Finance.

Altman, E., 2020, The Credit Cycle Before And After The Market’s Awareness Of The
Coronavirus Crisis In The U.S., NYU Working Paper.

Beltratti, A. and R. Stulz, 2012, The credit crisis around the globe: Why did some banks
perform better?, Journal of Financial Economics, 2012, v105(1), 1-17.

Saunders, A., A. Spina, S. Steffen and D. Streitz, 2020, What’s in the Spread? The Predictive
Power of Loan vs. Bond Spreads, Working Paper.

12 Some large U.S. banks have already reported a significant increase in quarterly provisions for credit losses
compared to previous quarters. E.g. JP Morgan increased its provisions from USD 1.4bn in Q4:2019 to USD
8.3bn for the first quarter of 2020.



Covid Economics 10, 27 April 2020: 62-86

9328 PRESS

Covid Economics Issue 10, 27 April 2020

Modeling the consumption
response to the CARES Act'

62

Christopher D. Carroll,?2 Edmund Crawley,® Jiri Slacalek*
and Matthew N. White®

Date submitted: 17 April 2020; Date accepted: 19 April 2020

To predict the effects of the 2020 U.S. ‘CARES’ act on consumption,
we extend a model that matches responses of households to past
consumption stimulus packages. The extension allows us to account
Jor two novel features of the coronavirus crisis. First, during the
lockdown, many types of spending are undesirable or impossible.
Second, some of the jobs that disappear during the lockdown will not
reappear when it is lifted. We estimate that, if the lockdown is short-
lived, the combination of expanded unemployment insurance benefits
and stimulus payments should be sufficient to allow a swift recovery
in consumer spending to its pre-crisis levels. If the lockdown lasts
longer, an extension of enhanced unemployment benefits will likely be
necessary if consumption spending is to recover.
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“Economic booms are all alike; each recession contracts output in its own way.”
— with apologies to Leo Tolstoy

I Introduction

In the decade since the Great Recession, macroeconomics has made great progress by insisting
that models be consistent with microeconomic evidence (see Krueger, Mitman, and Perri (2016)
for a survey). From the new generation of models, we take one specifically focused on reconciling
apparent conflicts between micro and macro evidence about consumption dynamics (Havranek,
Rusnak, and Sokolova (2017)) and adapt it to incorporate two aspects of the coronavirus
crisis. First, because the tidal wave of layoffs for employees of shuttered businesses will have a
large impact on their income and spending, assumptions must be made about the employment
dynamics of laid off workers. Second, even consumers who remain employed will have restricted
spending options (nobody can eat dinner at a shuttered restaurant).

On the first count, we model the likelihood that many of the people unemployed during the
lockdown will be able to quickly return to their old jobs (or similar ones) by assuming that the
typical job loser has a two-thirds chance of being reemployed in the same or a similar job after
each quarter of unemployment. However, we expect that some kinds of jobs will not come back
quickly after the lockdown,' and that people who worked in these kinds of jobs will have more
difficulty finding a new job. We call these people the ‘deeply unemployed’ and assume that
there is a one-third chance each quarter that they become merely ‘normal unemployed.” The
‘normal unemployed’ have a jobfinding rate that matches average historical unemployment spell
of 1.5 quarters (as a ‘normal unemployed’ person). Thus a deeply unemployed person expects to
remain in the ‘deep unemployment’ state for three quarters on average, and then unemployed for
another one and a half quarters. When the pandemic hits, we assume that 10 percent of model
households become normal unemployed and an additional 5 percent become deeply unemployed;
in line with empirical evidence, the unemployment probabilities are skewed toward households
who are young, unskilled and have low income. (All of these assumptions can be adjusted using
our dashboard; changing several parameters simultaneously requires installation of the software
toolkit.

On the second count, we model the restricted spending options by assuming that during
the lockdown spending is less enjoyable (there is a negative shock to the ‘marginal utility of
consumption.’) Based on a tally of sectors that we judge to be substantially shuttered during
the ‘lockdown,” we calibrate an 11 percent reduction to spending. Thus households will prefer
to defer some of their consumption into the future, when it will yield them greater utility. (See
Carvalho, Garcia, Hansen, Ortiz, Rodrigo, Rodriguez, and Ruiz (2020) for Spanish data already
showing a strong effect of this kind in recent weeks, and Andersen, Hansen, Johannesen, and
Sheridan (2020) for similar evidence from Denmark).> In our primary scenario, we assume that
this condition is removed with probability one-half after each quarter, so on average remains
for two quarters. When the ‘lockdown’ ends, the buildup of savings by households who did
not lose their jobs but whose spending was suppressed should result in a partial recovery in
consumer spending, but in our primary scenario (without the CARES act), total consumer
spending remains below its pre-crisis peak through the foreseeable future.

IThe cruise industry, for example, is likely to take a long time to recover.

2 A shock to marginal utility may not perfectly capture the essence of what depresses consumption spending, but it accomplishes
our purposes and is a kind of shock commonly studied in the literature. Any analysis of the welfare consequences of the lockdown
would probably need a richer treatment to be credible.

COVID ECONOMICS
VETTED AND REAL-TIME PAPERS


https://econ.jhu.edu/people/ccarroll/papers/cAndCwithSTickyE
http://econ-ark.org/pandemicdashboard
https://github.com/econ-ark/Pandemic
https://github.com/econ-ark/Pandemic

Covid Economics 10, 27 April 2020: 62-86

9328 PRESS

64

Our model captures the two primary features of the CARES Act that aim to bolster consumer
spending:

1. The boost to unemployment insurance benefits, amounting to $7,800 if unemployment
lasts for 13 weeks.

2. The direct stimulus payments to households, amounting to $1,200 per adult.

We estimate that the combination of expanded unemployment insurance benefits and stimulus
payments should be sufficient to allow a swift recovery in consumer spending to its pre-crisis
levels under our primary scenario in which the lockdown ends after two quarters on average.
Overall, unemployment benefits account for about 30 percent of the total aggregate consumption
response and stimulus payments explain the remainder.

Our analysis partitions households into three groups based on their employment state when
the pandemic strikes and the lockdown begins.

First, households in our model who do not lose their jobs will initially build up their savings,
both because of the lockdown-induced suppression of spending and because most of these
households will receive a significant stimulus check, much of which the model says will be saved.
Even without the lockdown, we estimate that only about 20 percent of the stimulus money
would be spent immediately upon receipt, consistent with evidence from prior stimulus packages
about spending on nondurable goods and services. Once the lockdown ends, the spending of
the always-employed households rebounds strongly thanks to their healthy household finances.

The second category of households are the ‘normal unemployed,’” job losers who perceive that
it is likely they will be able to resume their old job (or get a similar new job) when the lockdown
is over. Our model predicts that the CARES Act will be particularly effective in stimulating
their consumption, given the perception that their income shock will be largely transitory. Our
model predicts that by the end of 2021, the spending of this group will recover to the level it
would have achieved in the absence of the pandemic (‘baseline’); without the CARES Act, this
recovery would take more than a year longer.

Finally, for households in the deeply unemployed category, our model says that the marginal
propensity to consume (MPC) from the checks will be considerably smaller, because they know
they must stretch that money for longer. Even with the stimulus from the CARES Act, we
predict that consumption spending for these households will not fully recover until the middle
of 2023. Even so, the act makes a big difference to their spending, particularly in the first six
quarters after the crisis. For both groups of unemployed households, the effect of the stimulus
checks is dwarfed by the increased unemployment benefits, which arrive earlier and are much
larger (per recipient).

Perhaps surprisingly, we find the effectiveness of the combined stimulus checks and un-
employment benefits package for aggregate consumption is not substantially different from a
package that distributed the same quantity of money equally between households. The reason
for this is twofold: first, the extra unemployment benefits in the CARES Act are generous
enough that many of the ‘normally’ unemployed remain financially sound and can afford to
save a good portion of those benefits; second, the deeply unemployed expect their income to
remain depressed for some time and therefore save more of the stimulus for the future. In the
model, the fact that they do not spend immediately is actually a reflection of how desperately
they anticipate these funds will be needed to make it through a long period of uncertainty.
While unemployment benefits do not strongly stimulate current consumption of the deeply
unemployed, they do provide important disaster relief for those who may not be able to return
to work for several quarters (see Krugman (2020) for an informal discussion).
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In addition to our primary scenario’s relatively short lockdown period, we also consider a worse
scenario in which the lockdown is expected to last for four quarters and the unemployment rate
increases to 20 percent. In this case, we find that the return of spending toward its no-pandemic
path takes roughly three years. Moreover, the spending of deeply unemployed households will
fall steeply unless the temporary unemployment benefits in the CARES Act are extended for
the duration of the lockdown.

Our modeling assumptions — about who will become unemployed, how long it will take
them to return to employment, and the direct effect of the lockdown on consumption utility
could prove to be off, in either direction Reasonable analysts may differ on all of these points,
and prefer a different calibration. To encourage such exploration, we have made available our
modeling and prediction software, with the goal of making it easy for fellow researchers to test
alternative assumptions. Instructions for installing and running our code can be found here;
alternatively, you can explore adjustments to our parametrization with an interactive dashboard
here.

There is a potentially important reason our model may underpredict the bounceback in
consumer spending when the lockdown ends: ‘pent up demand.” This term captures the
fact that purchases of ‘durable’ goods can be easily postponed, but that when the reason for
postponement abates some portion of the missing demand is made up for. (We put ‘durable’
in quotes because ‘memorable’ goods,Hai, Krueger, and Postlewaite (2013), have effectively the
same characteristics.) For simplicity, our model does not include durable goods as modeling
spending on durables is a formidable challenge. But it is plausible that, when the lockdown
ends, people may want to spend more than usual on memorable or durable goods to make up
for earlier missing spending.

Existing Work on the Effects of the Pandemic

Many papers have recently appeared on the economic effects of the pandemic and policies
to manage it. Several papers combine the classic susceptible-infected-recovered (SIR) epi-
demiology model with dynamic economic models to study the interactions between health and
economic policies (Eichenbaum, Rebelo, and Trabandt (2020) and Alvarez, Argente, and Lippi
(2020), among others). Guerrieri, Lorenzoni, Straub, and Werning (2020) shows how an initial
supply shock (such as a pandemic) can be amplified by the reaction of aggregate demand. The
ongoing work of Kaplan, Moll, and Violante (2020) allows for realistic household heterogeneity
in how household income and consumption are affected by the pandemic. Glover, Heathcote,
Krueger, and Rios-Rull (2020) studies distributional effects of optimal health and economic
policies. Closest to our paper, work analyzing the effects of the fiscal response to the pandemic
includes Faria-e-Castro (2020b), in a two-agent DSGE model, and Bayer, Born, Luetticke, and
Miiller (2020) in a HANK model.

All of this work accounts for general equilibrium effects on consumption and employment,
which we omit, but none of it is based on a modeling framework explicitly constructed to match
micro and macroeconomic effects of past stimulus policies, as ours is.

A separate strand of work focuses on empirical studies of how the economy reacts to pan-
demics; see, e.g., Baker, Farrokhnia, Meyer, Pagel, and Yannelis (2020), Jorda, Singh, and
Taylor (2020) and Correia, Luck, and Verner (2020).
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IT Modeling Setup

A The Baseline Model

Our model extends a class of models explicitly designed to capture the rich empirical evidence on
heterogeneity in the marginal propensity to consume (MPC) across different types of household
(employed, unemployed; young, old; rich, poor). This is motivated by the fact that the act
distributes money unevenly across households, particularly targeting unemployed households.
A model that does not appropriately capture both the degree to which the stimulus money
is targeted, and the differentials in responses across differently targeted groups, is unlikely to
produce believable answers about the spending effects of the stimulus.

Specifically, we use a lifecycle model calibrated to match the income paths of high school
dropouts, high school graduates, and college graduates.? Households are subject to permanent
and transitory income shocks, as well as unemployment spells.* Within each of these groups,
we construct an ex ante distribution of discount factors to match their distribution of liquid
assets. Matching the distributions of liquid assets allows us to achieve a realistic distribution of
marginal propensities to consume according to education group, age, and unemployment status,
and thus to assess the impact of the act for these different groups.®

B Adaptations to Capture the Pandemic

To model the pandemic, two new features are introduced to the model.

First, our new category of ‘deeply unemployed’ households was created to capture the like-
lihood that the pandemic will have long-lasting effects on some kinds of businesses and jobs
(e.g., the cruise industry), even if the CARES act manages to successfully cushion much of the
financial hit to total household income.

Each quarter, our ‘deeply unemployed’ households have a two-thirds chance of remaining
deeply unemployed, and a one-third chance of becoming ‘normal unemployed.” The expected
time to employment for a ‘deeply unemployed’ household is four and a half quarters, much
longer than the historical average length of a typical unemployment spell. Reflecting recent
literature on the ‘scarring effects’ of unemployment spells, permanent income of both ‘normal’
and ‘deeply’ households declines by 0.5 percent each quarter due to ‘skill rot’ (rather than
following its usual age profile).

Second, a temporary negative shock to the marginal utility of consumption captures the idea
that, during the period of the pandemic, many forms of consumption are undesirable or even
impossible.®

The pandemic is modeled as an unexpected (MIT) shock, sending many households into
both normal and deep unemployment, as well as activating the negative shock to marginal
utility. Households understand and respond in a forward-looking way to their new circumstances
(according to their beliefs about its duration), but their decisions prior to the pandemic did not
account for any probability that it would occur.

3The baseline model is very close to the lifecycle model in Carroll, Slacalek, Tokuoka, and White (2017).

4Households exit unemployment with a fixed probability each quarter — the expected length of an unemployment spell is one
and a half quarters.

5For a detailed description of the model and its calibration see Appendix A.

SFor the purposes of our paper, with log utility, modeling lockdowns as a shock to marginal utility is essentially equivalent to
not allowing consumers to buy a subset of goods (which are combined into composite consumption by a Cobb-Douglas aggregator).
However, the two approaches would yield different implications for normative evaluations of economic policies.
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Calibration

The calibration choices for the pandemic scenario are very much open for debate. Here we
have tried to capture something like median expectations from early analyses, but there is
considerable variation in points of view around those medians. Section III.B below presents a
more adverse scenario with a long lockdown and a larger increase in unemployment.

Unemployment forecasts for Q2 2020 range widely, from less than 10 percent to over 30
percent, but all point to an unprecedented sudden increase in unemployment.” We choose a
total unemployment rate in Q2 2020 of just over 15 percent, consisting of five percent ‘deeply
unemployed’ and ten percent ‘normal unemployed’ households.

We calibrate the likelihood of becoming unemployed to match empirical facts about the
relationship of unemployment to education level, permanent income and age, which is likely
to matter because the hardest hit sectors skew young and unskilled.®* Figure 1 shows our
assumptions on unemployment along these dimensions. In each education category, the solid
line represents the probability of unemployment type (‘normal’ or ‘deep’) for a household with
the median permanent income at each age, while the dotted lines represent the probability of
unemployment type for a household at the 5th and 95th percentile of permanent income at each
age; Appendix A with Table A2 detail the parametrization and calibration we used.

To calibrate the drop in marginal utility, we estimate that 10.9 percent of the goods that
make up the consumer price index become highly undesirable, or simply unavailable, during
the pandemic: food away from home, public transportation including airlines, and motor fuel.
We therefore multiply utility from consumption during the period of the epidemic by a factor
of 0.891. Furthermore, we choose a one-half probability of exiting the period of lower marginal
utility each quarter, accounting for the possibility of a ‘second wave’ if restrictions are lifted too
early — see Cyranoski (2020).°

The CARES Act

We model the two elements of the CARES Act that directly affect the income of households:

e The stimulus check of $1,200 for every adult taxpayer, means tested for previous years’
income."

e The extra unemployment benefits of $600 for up to 13 weeks, a total of $7,800. For normal
unemployed, we assume they receive only $5,200 to reflect the idea that they may not be
unemployed the entire 13 weeks.

We model the stimulus checks as being announced at the same time as the crisis hits. However,
only a quarter of households change their behavior immediately at the time of announcement, as
calibrated to past experience. The remainder do not respond until their stimulus check arrives,

7As of April 16, about 22 million new unemployment claims have been filed in four weeks, representing a loss of over 14 percent of
total jobs. JP Morgan Global Research forecast 8.5 percent unemployment (JPMorgan (2020), from March 27); Treasury Secretary
Steven Mnuchin predicted unemployment could rise to 20 percent without a significant fiscal response (Bloomberg (2020a)); St.
Louis Fed president James Bullard said the unemployment rate may hit 30 percent (Bloomberg (2020b) — see Faria-e-Castro (2020a)
for the analysis behind this claim. Based on a survey that closely follows the CPS, Bick and Blandin (2020) calculate a 20.2 percent
unemployment rate at the beginning of April.

8See Gascon (2020), Leibovici and Santacreu (2020) and Adams-Prassl, Boneva, Golin, and Rauh (2020) for breakdowns of
which workers are at most risk of unemployment from the crisis. See additional evidence in Kaplan, Moll, and Violante (2020) and
modeling of implications for optimal policies in Glover, Heathcote, Krueger, and Rios-Rull (2020).

9The CBO expects social distancing to last for three months, and predicts it to have diminished, on average and in line with
our calibration, by three-quarters in the second half of the year; see Swagel (2020).

10The act also includes $500 for every child. In the model, an agent is somewhere between a household and an individual. While
we do not model the $500 payments to children, we also do not account for the fact that some adults will not receive a check. In
aggregate we are close to the Joint Committee on Taxation’s estimate of the total cost of the stimulus checks.
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Figure 1 Unemployment Probability in Q2